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Abstract At present, the auxiliary teaching system for Civics and Politics courses has problems such as low accuracy of
knowledge state prediction and insignificant effect of personalized learning, which affects the actual learning effect. In this
paper, we analyze the demand for the teaching of college students’ Civics and Politics based on the background of deep learning,
and discuss the overall design of the system. Based on the open-source online teaching system CAT-SOOP, a set of augmented
learning algorithm-based Civics course assisted teaching system is designed and implemented, which is based on the student
practice data, training student knowledge tracking model and augmented learning recommendation engine for assisting the
personalized recommendation of student’s Civics exercises. The results show that compared with the random recommendation
method, the relevance of the recommended exercises of this system is improved from 0.03 to 0.238, the reward value is more
stable, and the maximum value is improved by 0.2. The Civics course assisted teaching system designed in this paper for college

students achieves the expected goals and meets the diversified needs of the audience of intelligent Civics education.

Index Terms deep learning, augmented learning algorithm, assisted teaching system,

knowledge tracking, personalized recommendation

I. Introduction

s the main channel for the cultivation of college students’
A "three views" and socialist core values, ideological and
political education class is an important part of ideological
and political education in colleges and universities [1], [2].
The high-speed development of network technology has a
profound impact on the learning life, way of thinking and
values of college students [3], and their thoughts show a strong
trend of independence, equality, openness and personalization
[4]. The traditional Civics class in colleges and universities is
a package teaching, which is centered on teaching materials
and focuses on knowledge instillation by teachers’ lectures,
so that students are in the role of passive reception in the
teaching process [5]. The communication between teachers of
Civics and students is limited to the classroom, and students
can only rely on their own efforts to understand and con-
solidate their knowledge, which seems to be a bit confusing
and does not achieve the purpose of ideological and political
education. In addition, students’ learning is more utilitarian,
resulting in students only focusing on the examination results
of the Civics and Political Science course, and can not really
achieve knowledge understanding and action transformation
[6], [8]. Therefore, how to break the limitations of time and
space of Civics class lectures, improve the utilization rate of

extracurricular time, stimulate students’ interest in learning
Civics courses, improve the teaching effect of Civics classes,
and cultivate students’ logical thinking ability has become a
hot issue in the reform of Civics classes [9], [11].

With the development of China’s higher education from
elitist education to mass education, teachers of Civics and
Political Science courses have less and less time to contact
with students outside the classroom, and students rely solely
on their own efforts to consolidate and review their knowl-
edge [12], [14]. And such a way is more likely to result in
insufficient understanding of the Civics and Political Science
course, coupled with the fact that students’ learning carries
a strong utilitarian mentality, which leads to students learning
for the sake of exams in the Civics and Political Science course
[15]. Therefore, how to make efficient use of extracurricular
time, strengthen students’ tutoring of the Civics course, at
the same time, deepen college students’ understanding of the
knowledge of the Civics course, and cultivate students’ logical
thinking ability has the necessity of [16], and strengthen the
effect of the Civics course lectures has become another focus
of thinking about the innovation of the Civics course teaching
method in colleges and universities [17], and with the help
of the current popular course network idea, we should build
a network that can be used specifically for the study and
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communication of the Civics course in universities. With the
current popular idea of course networkization, a network plat-
form should be constructed which can be specially used for
learning and communication of university Civic and Political
courses [18], [19].

In this paper, firstly, a visual recognition system for stu-
dents’ evaluation materials and answer results is designed by
using deep learning computer vision technology. Based on
CAT-SOOP system, a set of augmented learning based Civics
auxiliary teaching system is designed. Secondly, by building
a network diagram of Civics exercises and combining the
concept of cut-set in complex networks, we search for the
learning behaviors of learners in the process of answering
questions. By organically combining the perception ability of
deep learning with the decision-making ability of reinforce-
ment learning, the reinforcement learning recommendation
method is integrated into the learning process of students to
realize the improvement of students’ persistent and long-term
knowledge level and learning ability. Finally, the effectiveness
of the assisted teaching system on Civics learning is explored
by choosing the dataset of exercises and learners’ response
records of five university Civics courses as the data source.

Il. Overall Design of the Auxiliary Teaching System for
Higher Education Civics Courses

This chapter introduces the overall design of the auxiliary
teaching system for college students’ Civics courses in the
context of deep learning, starting with the requirement anal-
ysis, which briefly describes the requirements of the auxiliary
teaching system for Civics courses in colleges and universi-
ties. Second is the overall system architecture, discussing the
overall design ideas of the system. Finally, it is the design of
each module, briefly describing the new functions added in
the auxiliary teaching system for college civic and political
courses, and the design of the interaction relationship between
modules.

A. Requirements Design of Civic Aid Teaching System
The auxiliary teaching system for the Civics course in colleges
and universities to be designed in this paper needs to meet the
following requirements:

1) The basic functions of the auxiliary teaching system, in-
cluding user login, identity identification, course guide,
exercises practice, and page design of the guide system.

2) It is time-consuming and laborious to manually enter
students’ information and question results, so the OCR
recognition module is needed to recognize the student
handbook and students’ handwritten characters to im-
port students’ information and question results.

3) In the design of Civics courses and exercises, students
are provided with in-class exercises to consolidate their
knowledge after learning the courses, as well as a gen-
eral exercise mode for students to practice after class,
and finally, a recommended exercise mode, where the
system recommends topics to students according to
their knowledge status, so that students can do the least

amount of questions and get the greatest improvement
in their abilities.

4) In the Civics Exercise Recommendation Module, firstly,
we pre-train the reinforcement learning recommenda-
tion system offline, and then through the recommen-
dation model interface, the system outputs the recom-
mended topics for students according to their knowl-
edge status.

5) The question types currently supported by this system
are the Civics courses studied at the university level,
including five courses: Overview of the Basic Principles
of Marxism, Introduction to Mao Zedong Thought and
Socialism with Chinese Characteristics, Essentials of
Modern Chinese History, Foundation of Ideological and
Moral Cultivation and Law, and Forms and Policies,
and the main forms of the exercise questions are single-
choice, multiple-choice, short-answer, and expository
questions.

B. Civics Aided Teaching System Architecture

The architecture of the Civics Aided Teaching System de-
signed in this paper is shown in Figure 1, the teaching aid
system includes three parts, the front-end, the database, and
the exercise push part, and they are introduced one by one
below.

1) Front-end
This part consists of two parts, one of which is the
existing browser-based student login and exercise page
in CAT-SOOP. The other part is a newly designed and
implemented function in this paper, the computer visual
recognition module for offline student evaluation mate-
rials and answer results.

2) Database
This part is provided by CAT-SOOP, which is expanded
in this paper to support the newly added features.
Mainly, the user section has been enhanced to add
support for student evaluations in the student handbook
and enhancements to the student question history to
support enhanced learning recommendation features.

3) Recommended exercises
This part is a newly added function in this paper, which
functions to recommend suitable Civics exercises ac-
cording to students’ learning status, learning ability and
learning characteristics. In the implementation of spe-
cific algorithms, heuristic and enhancement learning-
based recommendation algorithms are designed and im-
plemented.

C. Module Design of Civics Aided Teaching System

In this paper, based on CAT-SOOP, an open-source online
auxiliary teaching system of College X, we modify the ex-
isting modules and add new modules to realize the functions
of computer visual recognition of in-depth offline student
evaluation materials and adaptive exercise recommendation.
The module diagram of the Civics Aided Teaching System
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Figure 2: Overall module design of ideological and political
auxiliary teaching system

and their interaction is shown in Figure 2, and the system
consists of 8 modules. Among them, the newly added modules
are OCR recognition module and recommendation module,
modified course module, page module, exercise set module,
scoring module, and user module, and the following mainly
introduces the functions of the new modules, the way of
realizing them, and the interrelationship between them.

1) OCR Recognition Module

The OCR Recognition module is a new module added to
enrich the information in the student variables with infor-
mation from the student handbook and student handwritten
characters. A new catalog handbook is added, and its specific
functions are:

1) Pre-process the recorded images of student handbook
and student handwritten characters by denoising, bina-
rization, cutting, classification and other pre-processing
processes to get the image style suitable for recognition.

2) The trained model is put on the server, and the pre-
processed images are put into the corresponding API

interface to recognize, and the server returns the results
of the students’ evaluations and questions.

3) OCR recognition module is an API interface, users can
input the whole picture and then get the result, which
has better generality.

The OCR recognition module has the following relationships
with other modules:

1) The recognition result of the student’s handbook will
add the evaluation result given by the teacher to the
student to the user variable, which makes the user’s
parameter richer and helps us to analyze the next step.

2) The recognition result of the student’s handwritten
characters will be fed into the recommendation model,
which will be given to initialize the student’s knowledge
state vector based on the student’s history of doing
problems.

2) Civics Exercise Recommendation Module

To provide a more efficient learning environment for students,
the Civics Assisted Teaching System will recommend Civics
exercises for students that are suitable for him according to his
knowledge status, and we have added a new catalog, recom. Its
specific functions are:

1) Recommending Civics exercises to students according
to their knowledge status, which can dynamically mon-
itor students’ Civics knowledge status, so that students
can maximize the benefits of each topic they do, and
reduce the time it takes for students to fully master the
knowledge points.

2) The offline trained model is put into the Civics support
system, which accepts students’ question data from the
front-end page, updates students’ knowledge status, and
finds the questions that can make students’ ability grow
the fastest.

The relationship between the recommendation module and
other modules is mainly to accept the data from the front-
end page of the students’ questions, get the serial number
of the students, as well as the time of the questions, the
serial number of the questions, as well as the right and wrong
of the questions. The recommendation algorithm based on
reinforcement learning is utilized to recommend the Civics
topics to the students and then the data is transmitted to the
front-end page through the web service.

lll. Key algorithms of the Civics Aided Teaching System

A. Network Diagram Construction of Civics Exercises
Based on Complex Networks

1) Network Diagram of Civics Exercises

The construction of the network diagram of Civic and Po-
litical Studies is divided into two parts, one of which is the
construction of the connecting edges of the topics under the
same knowledge point, and the construction of the connecting
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Figure 3: Network diagram of ideological and political exer-
cises under the same knowledge point

edges under the knowledge points where there is a sequential
relationship.

The network diagram of Civics exercises under the same
knowledge point is shown in Figure 3, which can be repre-
sented as follows:

1) Under the same knowledge point A, there are topics
such as Ay, As, As, each of which has its own difficulty
attribute. For example, the difficulty attribute of topic
Ay has difficulty A4 in knowledge point A and difficulty
Ay, in knowledge point A.

2) The predecessor and successor topics of a topic, and the
weights of the edges between the topic and the prede-
cessor and successor topics. For example, topic Ag has
a successor topic A7, from Ag to point to this successor
topic edge weight W4, 4., topic Ag has two predecessor
topics (A4, As), from these two predecessor topics to
point to the edge of Ag weight Wa, 4., Wa, -

3) To answer a subsequent question, you need to answer
the previous question correctly, and to answer a sub-
sequent question incorrectly, you need to answer the
previous question. For example, if you answer Question
Aj correctly, you can proceed to Question As, Az, and
if you answer Question Ag incorrectly, you need to
answer Question A4, As.

A network diagram of the topics under the knowledge points
where a sequential relationship exists is shown in Figure 4 and
can represent the following:

1) Knowledge point A is followed by knowledge point
B, knowledge point A has topics such as A;, As, As,
and knowledge point B has topics such as By, Ba, Bs,
each with its own difficulty attribute. For example, the
difficulty attribute of topic A; has difficulty Ay in
knowledge point A and difficulty A,4, B1 in knowledge
point A. The difficulty attribute of topic A14, By has
difficulty B, in knowledge point B and difficulty Bi4
in knowledge point B.

2) The predecessor and successor topics of a topic, and
the weights of the edges between the topic and the
predecessor and successor topics. For example, topic
Bs has a successor topic Bs, and the weight of the
edge pointing to this successor topic from Bs is Wy, B, .
Topic B3 has two predecessors in knowledge point A,

Enowledge E Knowledge
pointA } pointB
: (B,.B,

Figure 4: Exercise network under knowledge point with se-
quence relation

topic (As, Ag), and the weight of the edge pointing to
B3 from these two predecessors is Wa,p,, Wa,Bs-

3) To answer a subsequent question, you need to answer
the previous question correctly, and to answer a sub-
sequent question incorrectly, you need to answer the
previous question. For example, if you answer Question
Ags correctly, you can proceed to Question Ag, B3, and
if you answer Question Aj incorrectly, you need to
answer Question A1, Ao, As.

2) Learner Network Diagram

The cut set is a collection of branches in the connectivity
graph, if these branches are removed, the connectivity graph
will be separated into two parts that are not connected to each
other. There is a difference between a point cut set and an
edge cut set, which is used here. The historical behavior of a
particular learner with respect to the solution of an exercise is
reflected in Figures G and 7" as a number of sets of successful
and failed nodes and edges, noted as learner subgraph g, and
the learner network is shown in Figure 5. Through g one can
obtain a graph ¢’ of topics to be selected in the topic network
graph T, and based on ¢’ one can obtain a cut-set of it, which
will be the basis for locating the learner’s learning area. Thus,
the problem of finding a learning zone for a particular learner’s
answering behavior is transformed into the scientific problem
of how to find a particular cut set in the network. The formal
representation is:

fr(B) = C, (1)

where, T is the topic network graph, C' is the learner cut-set,
B is the learner behavior record, and fr refers to the function
that obtains the cut-set C' through the learner’s behavior,
subject to the constraints of the learner’s subgraph g.

B. Enhanced Learning Algorithm

The Q-Learning (Q-Learning) algorithm is an offline pol-
icy algorithm and a value-based reinforcement learning al-
gorithm. Where Q is denoted as the () value obtained by
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Figure 5: Learner subgraph

performing action A in state S, also called Q) — value. The Q-
Learning algorithm aims to maximize Reward by selecting the
optimal action A, i.e., the best action, in state S for maximum
gain, with the ultimate goal of maximizing the @ value.

The Value update formula for the Q-Learning algorithm is:

Q(Sv a) — Q(Sva’) +a [R(Sva) + 'YmaXQ/ (5/70'/) - Q(s,a)],

s+ s

2
where « is the learning rate, denoted as the update magni-
tude, R(s,a) is the immediate reward, max @’ (s’,a’) is the
@ value obtained after choosing the action that maximizes
the next state, ¥ max Q' (s, a’) denotes the future long-term
reward. R(s,a) + ymax @’ (s',a’) is the true Q) value of the
action a; taken in the current state s;, which consists of the
immediate reward R and the long-term reward, Q(s, a) is the
estimated () value, and the difference between the actual )
value and the estimated () value is denoted as AQ(s, a). And
when the difference tends to 0, Q(s, a) no longer changes and

the whole tends to converge to a convergent state.

C. Reinforcement Learning Based Civics Exercise
Recommendation Modeling

1) Definition of Elements in Recommended Scenarios

The elements in the reinforcement learning model are catego-
rized into intelligences, states, actions, rewards, etc., respec-
tively. In this paper, the recommendation scenario of Civics
and Politics questions is based on reinforcement learning, so
it is necessary to define the relevant reinforcement learning
elements. In the next section, the elements of reinforcement
learning are defined for the recommendation scenario in the
personalized Civics and Politics exercise recommendation
module. The flow of the Civics and Politics exercise recom-

4—@1— -

User )
Action ar
Rewardr;
Get > La
A
Update |
State 5 _ {2,900,

Figure 6: Flowchart of a recommendation model based on
reinforcement learning

mendation model based on reinforcement learning is shown in
Figure 6, specifically, each element of reinforcement learning
will be defined separately:

1) Intelligent body
In this paper, a reinforcement learning-based Civics and
Politics exercise recommendation model is constructed
to be used as an intelligent body in the reinforcement
learning recommendation scenario. The role of the in-
telligent body is to generate a new recommendation set
as the user continues to explore the environment while
learning with the Civics Aided Teaching System, taking
actions to obtain rewards and updating the learner’s
knowledge state.

2) State
The state of an intelligent body in the context of a
recommendation scenario is represented as the dis-
cretized processed user knowledge state. The DKT deep
knowledge tracking framework is utilized to train the
student knowledge model based on the student’s history
of doing problems, and the student knowledge state h;
is abstracted into the state .S in reinforcement learning,
denoted as S(t) = f(hs), where h; is the implicit
representation of the student’s knowledge state, and f(-)
is the discretization processing function.

3) Action
The action of an intelligent body in the context of
a recommendation scenario is represented as a set of
to-be-recommended exercises Ap generated accord-
ing to the policy, which includes several exercises
{01,492, -,qn} € Ap, where n is usually 1 or 2,
considering the action space problem.The value cor-
responding to the action Q(a) is represented by the
expectation of the reward generated by the action, i.e:

Qa) = E[Ri|Ap = a]. ©)

The ultimate goal of the recommender intelligence is
to take the optimal action so that it reaches a given
state, similarly, the ultimate goal of the recommendation
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function is to recommend the most suitable exercise
resources for the user to learn.
4) Reward

As the feedback given by the environment to the intelli-
gent body for the current action, the reward for the intel-
ligent body’s exploration in the recommended scenario
environment is expressed as the integrated probability
of answering the to-be-recommended exercise set in the
current state of the user’s knowledge level. That is, the
comprehensive mastery level of the current knowledge,
denoted as {pro_by,pro_ba,...,pro_b,}. Here, m =
n, after function mapping, is abstracted into the overall
reward of the to-be-recommended exercise set, which
can be denoted as:

Ry =fY prob;, “)
i=1
where f,(+) is a customized reward calculation function.

2) Reward Function Design

In this paper, we consider the user’s knowledge state level
when defining rewards, and abstract the reward expression as
the degree of comprehensive mastery of the current learner-
recommended Civics exercise set. The reward function is

represented as:
N

= Y1), ©
i=1

where IV is the number of exercises in the current recom-
mendation set {q1,q2,...,qn} € Qn, and g; is an exercise in
the recommendation set. f(-) is the probability of the current
user answering the question correctly, which is calculated by
the interaction of the user’s knowledge state matrix with the

current exercise:

hy = tanh (Wh,q; + Wanhe—i + br) , (6)
y(q) =0 (Wynhe +by), @)
f (@i) = probability (y (¢:)) = y (¢:) , (®)

where tanh is the tanh function, o is the Sigmoid function,
and W;,, Wy, is the current user’s mastery state weight matrix
for the currently learned knowledge point. h; This matrix is
obtained from the user’s personal knowledge state trained on
the student’s history or data set, by, is the bias of the hidden
layer, Wy, is the recursive weight matrix. Wy, is the input
weight matrix, and by, is the bias of the output layer.

Meanwhile, the cumulative reward of the intelligences ex-
ploration is expressed as the sum of the discounted rewards

as:
N—n

Gi=ri+ » ", ©)

n=1
where r; is the current immediate reward for the intelli-
gence’s exploration, followed by a cumulative sum of future
reward accumulations, + is the discount factor, and v € [0, 1].

-

Etmvironment

Statere] Reward re Actiona,

Hr

Figure 7: Structure of reinforcement learning recommendation
model

3) Exercise Recommendation Modeling and Training

When the user is learning, learning the current knowledge
point, browsing and clicking on the exercise recommendation
module, this environment is modeled as an exploratory op-
erating environment for the recommending intelligent body,
and each time the intelligent body generates a recommended
exercise set, i.e., a question. The structure of the overall re-
inforcement learning-based thought exercise recommendation
model is schematically shown in Figure 7, in which the rec-
ommending intelligent body makes strategy decisions based
on the learner’s knowledge state and recent answer behavior,
and the current action and observed sequence can be observed
as:

Sy = a1 (in) y S1, a2 (Qng) y 5250+, A1 (Qnt_l)) » St

(10)
where (), is the current generated action i.e. recommendation
set, i.e. {q1,42,...,qn}, which is the action of the recom-
mending intelligence a;, s; is the current knowledge state of
the learner. Therefore, the current process is modeled as a
Markov decision-making process, and it is assumed that the
current stage of test recommendation and learning will end
and the sequence is discrete, and then the current problem is
solved using reinforcement learning methods.

The environment state, i.e., the intelligent body state, is
denoted as the current knowledge state of the current learner,
denoted as s;, for the current time window, and the knowledge
state is obtained from the trained knowledge model, i.e.,:

st = f(he), an

where h; is the learner’s implicit knowledge state of the
knowledge model and f(-) is the discretized processing func-
tion. The change of the environment state changes con-
tinuously with the learner’s learning process and question-
answering process, which is accomplished by constant timed
training. The action set is the exercises in the entire teacher-
uploaded exercise resource base Ap in the learner’s cur-
rent learning phase, and each action a; selected by the in-
telligent body is the set of exercises to be recommended
{¢1,92,--.,qn} € Qn, while Q, € Ar. Normally, the
number of exercises in the recommended set NV is set as a
constant 1 or 2.
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Figure 8: Distribution of learners’ ability level

IV. Test Results and Analysis of the Civics Course
Teaching Aid System

A. System Test Program Design

1) System Test Data

In this study, five university Civics courses, including
Overview of the Basic Principles of Marxism, Introduction to
Mao Zedong Thought and Socialism with Chinese Character-
istics, Essentials of Modern Chinese History, Foundation of
Ideological and Moral Cultivation and Law, and Forms and
Policies, were selected as the data sources for the exercises
and the data sets of the learners’ answer records. Since the
original learners’ answer record data obtained were somewhat
different from the experimental data needed for this study, the
original answer record data needed to be preprocessed before
the experiment.

The two features in this study have different value ranges
for the exercise difficulty value and the learner proficiency
level value, so the two feature data need to be normalized first,
and their value ranges are both mapped in the range of [0,1].

2) Learner Competency Level Classification

The Civics answer records of some learners were selected as
the item information data, and the estimated learner compe-
tency level values were obtained after finishing the calculation
and were counted into the learner competency level distri-
bution as shown in Figure 8. The horizontal coordinate in
the figure is the division interval of the learner competence
level parameter 6, and the vertical coordinate is the number of
people in the corresponding competence level interval. From
the figure, it can be seen that the learners’ proficiency level
is divided into 9 intervals, i.e., intervals 0.1, 0.2, 0.3, 0.4,
0.5, 0.6, 0.7, 0.8, and 0.9. The number of people included
were 8, 21, 26, 47, 59, 48, 75, 9, and 6, and learners in
the same interval were considered to have the same level of
competence.

3) Design of Learner Reward Strategies

The purpose of the intelligent body in reinforcement learning
is to find the optimal path to obtain the maximum reward
through learning, the reward is the feedback of the environ-
ment on the selection and execution of the action during the
learning process, the execution of a poor action to obtain a
small reward or even punishment, then the probability of the
next time that the action is selected to be executed will become
smaller. If an optimal action gets the maximum reward, the
probability that the next optimal action will be selected for
execution will become larger. A reasonable reward strategy
can improve the efficiency of model training, so it is very
important for the design of the instant reward strategy.

The purpose of this Civics course assisted teaching sys-
tem is to recommend to the learners, can improve the five
university Civics course exercises, to the learner’s ability
level and the difficulty of the topic to build the learner’s
optimal recommendation model as shown in Figure 9. The
upper and lower lines in the figure represent the upper and
lower boundaries of the "Civics and Political Science Exercise
Recommendation", and the upper boundary is the "confusion
area" of the learners, which indicates that the learners’ ability
level is insufficient, but the difficulty of the exercise questions
is too high, resulting in the incorrect rate of answering the
questions, and it is easy to be puzzled by the learning content.
This area indicates that the learner’s ability level is insufficient
but the difficulty of the practice questions is too high, resulting
in a low rate of correct answers and easy confusion about
the content. Below the lower boundary is the "slack zone",
which indicates that the learner’s ability level is high, but
the difficulty of the practice questions is too low, resulting
in too high a correct answer rate, and the learner is easily
bored with the study. The area between the two boundaries
is the "optimal recommendation zone". For example, when
the learner’s ability level is 0.9, the optimal recommended
difficulty interval for Civics exercises is [0.5,1.0]. Therefore,
the optimal path for the reinforcement learning objective is to
find two boundaries, and the corresponding difficulty of the
topics between the boundaries is recommended to the learners
with the corresponding ability level, which can complete the
Civics and Politics exercise recommendation task.

B. System Test Results and Analysis

1) Directional Analysis of Civic Learning

As can be seen from the network diagram of Civics exercises
constructed in the previous section, the knowledge point rel-
evance is the weight of the paths in the directed relationship
graph, and the direction of the paths is the knowledge points
that are easier to learn. Learning directedness aims to calculate
the degree of association between knowledge points, and use
the forward and backward relationship to generate recom-
mended actions, and the directed generation of learning paths
can significantly improve the efficiency of Civics learning and
enhance the overall Civics learning effect. Its effectiveness in
the recommendation process can be verified by the distribution
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of the relevance of each knowledge point in the original
dataset and the distribution of the relevance of knowledge
points in the recommendation process.

A comparison of the distribution of the relevance of knowl-
edge points in the Civics course is shown in Figure 10,
which shows the distribution of the relevance of knowledge
points in the source data (Original) and the recommended
sequence of Civics exercises based on reinforcement learning
(Q-Learning). The former is the static matrix in the domain
knowledge relationship graph, and the latter is the correlation
between neighboring knowledge points in all recommended
sequences during the recommendation process. The horizontal
coordinate is the value taken by the correlation degree, and
the vertical coordinate is the ratio. In the source data, the
correlation is most distributed around 0.00 and 0.033, with
proportions of 0.382 and 0.132, respectively.During the rec-
ommendation process, Q-Learning is most distributed at 0.033
and 0.035, with proportions of 0.186 and 0.238, and the two
distributions diverge the most at 0.00 and 0.035, which is
generated by the algorithm’s optimal decision-making.

The larger the correlation degree is, the higher the reward
value is, and the more the Civics exercise recommendation
direction tends to the learning goal. So the correlation degree
of 0.035 is less than 0.03 in the source data, but the pro-
portion in the Q-Learning recommendation sequence reaches
0.238.Therefore, it can be shown that the Civics course as-
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Figure 11: Comprehensive difficulty change in recommenda-
tion sequence

sisted teaching system based on reinforcement learning is
effective for the directedness of Civics learning in colleges and
universities.

2) Analysis of the Progressivity of Civics Learning

In order to verify the effect of Civics learning progressivity,
the trained model is tested with 100 consecutive exercise
recommendations, and the changes in the comprehensive
difficulty of all recommended Civics knowledge points are
recorded.The changes in the comprehensive difficulty in the
recommended sequence of Q-Learning are shown in Figure
11, where the horizontal coordinate is the recommended step,
and the vertical coordinate is the comprehensive difficulty
of the Civics knowledge points recommended in each step.
As can be seen from the figure, the comprehensive difficulty
has jumped in the recommendation process, but the change is
small in the local range. For example, during STEP 0~40, the
comprehensive difficulty stays between 0.683-0.805, and dur-
ing STEP 40~60, the learning progressivity is effective for the
overall learning effect. The comprehensive difficulty remained
around 0.65, and there were successive recommendations of
exercises on the same knowledge points. In summary, the
analysis shows that the Civics Course Assisted Teaching Sys-
tem based on reinforcement learning is effective for students’
learning progressivity of Civics knowledge points.

3) Analysis of Participation in Civic Learning

If we want to verify the effectiveness of the auxiliary teaching
system of the Civics course in colleges and universities for
learning engagement, we can compare the change of the
average reward value when the learning factor is different
values under the same learning state. Comparison of learning
factor « for 0.2, 0.5, the average reward value of 500 Episode
training process changes. The results of the changes in the
average reward values for different values of learning factor o
are shown in Figure 12. It can be seen that when the learning
factor a=0.2, the average reward value is between 0.536 and
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Figure 12: Changes of the average reward value of different
learning factors

0.738 with a small upward trend. When «=0.5, the average
reward value is between 0.723 and 1.262 and there is a clear
upward trend in the early period.

From the analysis, it can be seen that a=0.2 is inconsistent
with the current learning state, resulting in a large deviation
of the recommended direction of Civics exercises from the
learning objectives, so its average reward value is much worse
than that at a=0.5. This can show that the Civics course
assisted teaching system based on reinforcement learning is
effective for the engagement of Civics learning.

V. Conclusion

Aiming at the current problem that the learning effect of
Civics and Politics in colleges and universities is not obvious,
this paper is based on the reinforcement learning algorithm,
improves the wise-adaptive learning model, and designs and
constructs a highly efficient and stable auxiliary teaching
system for Civics and Politics courses for college students.
The main research results are as follows:

1) The detailed design, construction and testing of the aux-
iliary teaching system for college students’ Civics and
Politics courses are completed, and the system realizes
the functions of knowledge state assessment and per-
sonalized exercise recommendation. When the learning
factor is 0.5, the average reward value is between 0.723
and 1.262, and the coverage rate of the recommended
exercises is more than 0.65, and the mastery rate is more
than 0.88, which is practical to a certain extent.

2) The auxiliary teaching system for college students’
Civics courses designed in this paper has a certain de-
gree of exploration and innovativeness, which provides
a useful reference for the progress of the whole Civics
education, and has an important practical significance
for saving students’ learning time, enhancing students’
learning ability and improving the teaching quality of
Civics education.

References

(1]

(2]

(31

(6]

(71

(8]

(91

[10]

(11]

[12]
[13]

[14]

[15]

[16]

(17]

(18]

[19]

Tian, Y. (2022). Teaching effect evaluation system of ideological and
political teaching based on supervised learning. Journal of Interconnection
Networks, 22(Supp05), 2147015.

An, B., & Gao, L. (2022). Construction of an Inquiry-Based Teaching
Model for Ideological and Political Education in Colleges and Universities
from the Perspective of Deep Learning. Mobile Information Systems, 2022,
9286979.

Wang, S. (2017). Construction of mobile teaching platform for the ideo-
logical and political education course based on the multimedia technology.
International Journal of Emerging Technologies in Learning, 12(9), 156-
162.

Ma, R., Li, H., & Wang, K. (2017). Influence of dragon boat spirit on
ideological and political education based on questionnaire data analysis.
Boletin Tecnico/Technical Bulletin, 55(20), 145-151.

Tricio, J., Montt, J., Orme?0, A., Del Real, A., & Naranjo, C. (2017).
Impact of faculty development workshops in student-centered teaching
methodologies on faculty members’ teaching and their students’ percep-
tions. Journal of Dental Education, 81(6), 675-679.

Rong, L. (2021). Design of ideological and political multimedia network
teaching resources integration system based on wireless network. Scientific
Programming, 2021, 1-15.

Luo, P. (2017). Influence of university counselor’s ideological and political
education on students based on amos structure model. Revista de la Facul-
tad de Ingenieria, 32(11), 698-704.

Zhou, J., Wei, Z., Jia, F., & Li, W. (2021). Course ideological and political
teaching platform based on the fusion of multiple data and information in
an intelligent environment. Journal of Sensors, 2021, 1-10.

Rui, J. (2022). Using android platform for conducting ideological and
political education in colleges and universities. Mobile Information Systems,
2022, 1448637.

Li, K., Jing, M., Tao, X., & Duan, Y. (2023). Research on online man-
agement system of network ideological and political education of college
students. International Journal of Electrical Engineering & Education,
60(2_suppl), 377-388.

Tao, Y. (2017). Research on the theoretical thoroughness of ideological and
political education under internet age. Revista de la Facultad de Ingenieria,
32(16), 202-208.

Scott, P. (2017). Mass Higher Education. Springer Netherlands.

Westberg, J. (2020). Combining Global and Local Narratives: A New Social
History of the Expansion of Mass Education?. European Education, 52(3),
206-214.

Vandenbroucke, L., Spilt, J., Verschueren, K., Piccinin, C., & Baeyens, D.
(2018). The classroom as a developmental context for cognitive develop-
ment: A meta-analysis on the importance of teacher—student interactions
for children’s executive functions. Review of Educational Research, 88(1),
125-164.

Nezha, L. M. (2019). Grades in the Education System: A Poor Solution but
at the Same Time a Necessity. European Journal of Education, 2(1), 71-75.
Shcheglova, I., Koreshnikova, Y., & Parshina, O. (2019). The role of
engagement in the development of critical thinking in undergraduates.
Educational Issues , (1 (eng)), 264-289.

Vergara, M., & Saldivia, B. E. S. (2019). Reproduction of the innovation en-
vironment in the classroom as a basis for a sustainable university education.
RISTI - Revista Iberica de Sistemas e Tecnologias de Informacao, 1(20),
710-719.

Song, B., & Qiu, R. (2020). The influence of digital virtual technology on
contemporary college students’ ideological and political education. IEEE
Access.

Gao, H. W. (2023). Innovation and development of ideological and political
education in colleges and universities in the network era. International
Journal of Electrical Engineering & Education, 60(2_suppl), 489-499.

51



