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Abstract In a world where a large percentage of children are learning how to interact expertly with electronic devices and
navigate mobile operating systems before they can even speak, and have grown up with the non-existence of the idea of
"disconnecting" with the constant flow of content on the screen, it is no longer possible to reject development and adapt to
the requirements of the new stage as we are on the brink of the fifth industrial revolution [1] in which artificial intelligence
technologies merge with the work of the human element, and robots coexist with humans. Whatever the name given to the
next technological era, and whatever the number it will be labeled with, it will be the last era of inventions and discoveries
that humans alone will accomplish exclusively. This prompts experts in the field to consider that "merging with artificially
intelligent technology will be like learning how to live with a new gender" [2].
In recent years in particular, artificial intelligence technology has achieved remarkable successes that have proven its pioneering
capabilities, and the discussion about it has not remained confined to academic circles, but has occupied the front rows in the
halls of official decision-making, and competing voices have risen around it from the highest platforms [3].
The contributions of AI technologies to combating the coronavirus pandemic are still fresh in our minds. Robots have been
used to reduce human contact; there are nursing robots, delivery robots, surveillance drones, sterilizing robots, and mobile
robots that detect infected people on the street. Big data technologies are also being used to examine surveillance cameras on
the streets to recognize faces, as happened in China, where an algorithm combines the health record, the criminal file, and the
public transport travel map to identify all the people who have been in contact with the infected person, and quarantine him as
a result [4].
Because this reality has begun to cast its shadow on the judicial systems with the entry of artificial intelligence systems into the
justice sector, imposing its challenges on them, and even throwing its problems in their face, the judicial decision has become
facing serious challenges that raise legitimate questions on the research table, the answers to which converge with the strategic
direction of Oman Vision 2040 in the field of legislation, judiciary, and oversight in terms of strengthening the rule of law
in society and achieving community security, and in general, it addresses the application of the foundations of governance in
the organization of legislation and judiciary, and revolves around the extent of the benefit of introducing artificial intelligence
systems in the stage of preparing the judicial decision and the limits of this benefit on the one hand (section one), and the extent
of the possibility of using these systems in the stage of building the judicial decision itself on the other hand (section two).

Index Terms judicial decisions, artificial intelligence, law

I. Limits of using Artificial Intelligence in Judicial Work

F or the purpose of benefiting from artificial intelligence
systems in the field of justice (paragraph one), the scope

of Its intervention and demarcation of the boundaries of par-
ticipation in the judicial decision (second paragraph).

A. Artificial intelligence systems in their role as an
intelligent legal supporter
Given the novelty of the concept of artificial intelligence and
the diversity of its tasks and activities that it can perform, the
definitions given to it by various specialists have varied, so
that a group of definitions focused in its formulation on the
purpose of its use, while others worked on describing its char-

acteristics. The definitions differed in determining the nature
of artificial intelligence, due to the existence of a fundamental
difference in the definition of intelligence on the one hand,
and the difference between specialists on the concept of what
could constitute artificial intelligence in general, on the other
hand [5].

On the part of AI scholars, Richard Bellman defined it
as “the automation of activities we associate with human
intelligence, such as decision-making, problem-solving, or
“education.” John McCarthy considered it “the science and
engineering of making intelligent machines.” Luger, for his
part, defined AI as “the branch of computer science concerned
with the automation of intelligent behavior” [6] . Focusing
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on AI capabilities, it was defined as the ability of a system
to correctly interpret external data, learn from this data, and
use that knowledge to achieve specific goals and tasks through
flexible adaptation [7].

In general, artificial intelligence is a science that enables
machines to learn through experience, through intelligent in-
teraction and adaptation to the new data they obtain, which
enables them to carry out the required tasks even if they
are found in new circumstances and facing new tasks, which
means that this technology will enable the machine to think
and carry out tasks in the manner of humans, [8] by training
it using algorithms, [9] so that it can absorb the data it
obtains and learn from it, which means in short that artificial
intelligence is based on computer systems designed to interact
with the world through the capabilities that we think of as
human.

And in terms of defining artificial intelligence in interna-
tional documents, the United Nations Commission on Inter-
national Trade Law summarized in its memorandum [10] the
difficulties facing the definition process and some of the risks
resulting from artificial intelligence systems, shedding light
on some of its aspects, by saying that “a number of definitions
of artificial intelligence have been developed, but none of
them have gained global acceptance. Artificial intelligence in
general is the science of deducing systems capable of solv-
ing problems and performing functions by simulating mental
processes. Artificial intelligence can be taught how to solve a
problem, but it is capable of Also, on studying the problem
and knowing how to solve it on its own, and different systems
can reach different levels of autonomy, and they are able to act
independently, and in this regard it is not possible to predict
the work of those systems or their results because they act as
black boxes.

In turn, the UNESCO World Commission on the Ethics of
Scientific Knowledge and Technology (COMEST) focused on
the tasks of artificial intelligence, so that the attempt to define
it came closer to explanation, as it involves machines capable
of imitating certain functions of human intelligence, including
features such as perception, learning, thinking, problem solv-
ing, linguistic interaction, and even producing creative work
. In the context of developing the European draft system for
artificial intelligence proposed by the European Parliament
and the Council of Europe, Article 3 of it defined artificial
intelligence as “a program in which multiple techniques are
used in Annex I of the same draft that can generate outcomes
such as content, suggestions or decisions determined by the
environments with which the program interacts, within a set
of human-defined choices” [12].

The Committee of Ministers of the Council of Europe
(Conseil des ministres du Conseil de l’Europe) has tasked the
Council’s Committee on Artificial Intelligence with develop-
ing a binding legal instrument to ensure that the emergence,
development and application of AI systems are based on the
rules established by the Council of Europe in the field of
human rights, democracy and the rule of law, and are grounded
in fundamental rights. The Committee has indeed developed

the “Zero Draft of the (Framework) Convention on Artificial
Intelligence, Human Rights and the Rule of Law” , which was
published in January of this year. In its second article, artifi-
cial intelligence was defined as “algorithmic systems or any
combination of such systems that use computational methods
derived from statistics or other mathematical methods in order
to perform tasks generally assigned to human intelligence or
that usually assume and require the use of such intelligence
to perform, and which are intended to assist or replace the
judgment of human decision-makers in performing the afore-
mentioned tasks. These tasks include, but are not limited to,
prediction, planning, speech, sound and image recognition,
text and sound generation, translation, communication, learn-
ing and problem solving” [14] . From here, it is noted that the
definition of artificial intelligence revolves around two main
axes: the axis of action or behavior, by evaluating the work
of artificial intelligence, and its success in performance, in
relation to the efficiency of the human element (which we will
employ in the service of this section of the research, and the
axis related to thinking and logic, which is directly related to
. . . . It is directly related to the process of producing judicial
decisions by or with the help of artificial intelligence (which
is the axis on which the second section will be built) [15].

Despite the difficulty of formulating a comprehensive,
unified and clear definition of artificial intelligence, [16]
researchers’ attempts have succeeded in coming to reality
with abundant material applications of its technologies, from
drones to self-driving vehicles, through chatbots to assist cus-
tomers, facial recognition technology, and reaching medical
diagnoses, not to mention the spread of its applications in
our daily lives through “recommendation algorithms [17] that
have come to adapt all our experiences as users and consumers
and are used by e-commerce sites such as Amazon, social
media sites, movie platforms such as Netflix, online games
such as Steam, and music and videos such as Spotify.

And here is artificial intelligence making rapid strides in
palaces of justice around the world. In China, specifically
Pudong Province, artificial intelligence has stormed the crim-
inal field through its widest doors, and has been employed to
replace the Public Prosecution, and the results of its experi-
ment have achieved a credibility rate of 97% according to the
announced figures. In the United States of America, artificial
intelligence is also present in the criminal field, as the Public
Safety Assessment (PSA) technology is used, among other
technologies, to assist the judge in making the decision to keep
a person in custody or release him. In the city of Vancouver,
Canada, civil courts have been established, which citizens can
resort to themselves and complete the litigation procedures
before them, through an open tool, Solution Explorer. There
is no doubt that artificial intelligence is capable of addressing
many of the difficulties facing judicial systems towards better
justice, and its use can bring great benefits in improving per-
formance and efficiency by automating many administrative
and routine tasks. Ultimately, the use of artificial intelligence
in the field of justice can accelerate progress towards the
sixteenth goal in In the United Nations 2030 Agenda for
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Sustainable Development (Peace, Justice and Institutions),
Which makes learning it useful and beneficial [18].

Accordingly, the great opportunity provided by the use of
these tools to help advance knowledge, scientific production,
and practical practices should be recognized. Judges can use
AI to sort and analyze documents in a preliminary manner,
schedule court sessions, and record the minutes of those
sessions using automatic speech recognition and AI-powered
transcription techniques to convert spoken language into digi-
tized texts, and provide simultaneous translation during inter-
rogations and hearings of witnesses. AI can also be used to
conduct legal research, and even adjudicate simple cases.

The involvement of many countries in the race to test AI
technologies in the field of justice presents us with exper-
iments with varying success rates. Brazil’s experience with
the Victor program, which uses AI and analyzes cases using
NLP Natural Language Processing technology to determine
whether cases are appealable, has been met with much criti-
cism.

In contrast, India’s experience in integrating AI into the core
of administrative work in courts, where the Supreme Court’s
Artificial Intelligence Committee has developed a program
that uses NLP technology, has been welcomed. This technol-
ogy has been used to translate decisions and rulings written in
English into local languages, as well as to create a program
to review cases brought to the Supreme Court (an average of
70,000 cases per year), sorting them into groups and topics,
identifying cases that contain unified legal problems, and
rejecting flawed appeals.

For its part, the Estonian Ministry of Justice led a pioneer-
ing project by asking its head of data unit, Velberg Ott, to
help design a “robot judge” to handle cases worth no more
than 7,000 euros [20]. The parties upload the documents and
arguments they have on a special platform, so that the artificial
intelligence issues its decision in the dispute, which can be
appealed before a human judge.

In France, two practical applications of artificial intelli-
gence have been introduced in the administrative work of
the courts. First, an artificial intelligence program was cre-
ated that works to find points of intersection and similarity
between decisions of the Court of Cassation in non-criminal
cases through an automated filtering of keywords for solutions
provided by published decisions of the Court of Cassation, and
between appeals submitted, with the aim of initially directing
the appeal to the competent cassation chamber according to
the distribution of works (civil, commercial, social) [21]. The
other artificial intelligence program aims to assist the French
Court of Cassation in the process of concealing the identity
of litigants. To clarify the benefit of this, it is worth noting
that the French Court of Cassation is now responsible for
the open data of the French judiciary Open data, allowing
the public to view approximately 480,000 judgments and
decisions issued by the French judiciary through the search
engine Judilibre after replacing the names of litigants Travail
de pseudonymisation. The aforementioned program aims to
identify the elements that allow the re-identification of the

litigants [22] (other than their names, and not their personal
data, in order to work on neutralizing them as well, so that the
court’s work in concealing their identity is effective.

In addition to these practical examples, [23] another ini-
tiative is under study and experimentation. In this context,
the French Court of Cassation signed a scientific cooperation
agreement with the research center at HEC University in order
to numerically estimate the level of difficulty in the cases
brought before it by processing the natural language used in
the appeals submitted to it. The sample included about 66,000
appeals in order to reach an inference of the relationship
between the legal problems raised and the legal materials
addressed in the appeals and the result associated with the
judicial course of the case. Through this cooperation, the
court is working to train the program that works with artificial
intelligence to ultimately reach a preliminary classification of
the appeals, with the aim of directing them to the nature of
the path through which they will be processed, since the ap-
peals before the French Court of Cassation have been subject
to a triple classification for processing since October 2021,
According to the degree of difficulty [24].

But the great opportunity presented by AI technology must
be framed by controls that address the risks that may be
imposed by the growing connection between AI and judicial
systems.

B. The control of non-exclusivity of decision-making by
AI
Today, humans teach machines what they know, and also
train them to learn by themselves from the "environment"
with which they interact. As their ability to learn on their
own increases, predicting and controlling their behavior be-
comes more difficult, and the level of challenges increases.
Experience has shown that the behavior of these systems is
not as "innocent" as we expect. For example, people with
colored skin have found that programs distort their skin color,
or even do not recognize it at all, which causes them many
life problems, even with automated faucets in public toilets to
lighting settings on iPhones [25].

This example is just a simple embodiment of the types of
discrimination shown by the use of AI entities. Different forms
of discrimination (conscious or unconscious) among program-
mers are transferred to technology, which is now vulnerable
to inheriting the biases of its designers, which could reinforce
the spread of stereotypes, injustice and social bias [26]. What
makes matters worse is that studies have shown that AI entities
can develop their own biases [27] .

Despite this worrying situation, this algorithmic technology
is penetrating justice systems and law enforcement agencies
[28]. When we talk about the introduction of AI into the
courts of justice, we cannot fail to discuss one of the most
prominent services it provides, which is the use of “predictive”
algorithms, which generally . . . . . . . . . . . . ..fall under the term
“ predictive justice.” By definition, predictive justice means
using a set of advanced tools thanks to the processing of a huge
amount of legal data that suggests, through the calculation of
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probabilities, the expected outcome of the dispute resolution
[29] .

The use of this technology aims primarily to anticipate the
dispute, so that the litigant is the active element in this process,
as it gives him an idea of the outcome of the judicial process if
it is launched, so he either takes the initiative or refrains from
it, and it may also be suitable as a tool for adopting concil-
iatory solutions, since it allows the parties to take note of the
extent of their obligations and concessions, and thus to choose
alternative means to resolve the dispute. This service, in the
context we are concerned with, does not directly concern the
judge himself. However, practical experience has shown the
attempt to establish a link between predictable justice and
achieving justice in the narrow sense, by “introducing” the
use of artificial intelligence into the process of producing the
judicial decision itself [30]. However, the manifestations of
this use have produced disturbing results.

Judicial decisions that were produced using programs that
work with artificial intelligence showed bias against some
categories of people [31] The decisions of judges in the
United States of America regarding conditional release and
the method of implementing the sentence, in which they use
the famous Compas program [32] that works with artificial
intelligence to measure the criminal risk level of people, by
distinguishing those with the greatest likelihood of recidi-
vism, have sparked widespread controversy. In 2016, a survey
conducted by the non-governmental organization (ProPublica)
[33] concluded that the data used by the Compas algorithm
was biased. . . . . . .

. . . .. and therefore the algorithm is also biased against
minorities [34] . Were 44.9% of people of African descent
who were classified by the program as being at high risk of
recidivism did not actually reoffend in the two years following
their release, while the survey showed that of white people
classified by the program as being at high risk, 23.5%, 76.5%
became recidivists [35] . Voices were raised, even within the
judiciary itself, to denounce the use of this program, which
would exacerbate “the disparities and unfair and unjustified
discrimination that are already prevalent in the judicial system
and society as a whole.” [36]. In another study conducted at
Darmouth College, and published on December 17, 2017 in
the journal Science Advances, professors of computer science
Julia Pressel and Hany Farid concluded that the program’s
efficiency in predicting recidivism (65.2%) is very close to
the rate achieved by people with no experience in the legal
or judicial field (67%). Recently, a new study was conducted
at Harvard University on the effect of using the COMPAS
algorithm on people’s estimation of the risk of recidivism. The
study concluded in one of its many conclusions that taking
into account the rate of recidivism predicted by the program,
the subjects of the sample covered by the study, made them
record a higher estimate of the rate of recidivism for black
people compared to white people [37].

Even the jurisprudence of American courts has dealt with
caution in taking into account the results resulting from this
program. The issue was raised before the Supreme Court of

the State of Wisconsin in 2016 on the occasion of the case
State v. Loomis [38] where, although the court rejected the
appeal submitted by The accused considered that the judicial
decision was unique, but it indicated that the results of the
algorithm were not taken into account alone in building the
decision, and because the court has the necessary discretionary
power to not adopt the results resulting from the program
if it considers them inappropriate. The court considered that
judges should be cautious when considering the results of the
algorithm.

In addition, the Supreme Court’s decision specified five
points that must be present for the result to be valid, [39] thus
confirming a skeptical position on the accuracy of the algo-
rithm’s results, as well as questioning the way this program
deals with minorities [40].

In the same context, the European General Data Protection
Regulation (GDPR) included the right not to be the subject
of a decision “taken on the basis of purely automated proce-
dures” [41].

Therefore, it is time to act, and it is time for us to move,
as smart machines have become capable of learning from the
dark side of our human nature. Either we adjust our sails
towards the noble shore, or we all drown in a long night.

This study does not aspire to conduct a survey on the ethical
standards that should be applied in this field. Today, we have
a wide range of organizations and initiatives that draft theses,
formulate policies, propose guidelines and laws, and do not
stop conducting research on the ethics of technologies [42].
In this context, the European Charter for the Use of Artifi-
cial Intelligence in Judicial Systems and Their Environment
included five basic principles that it set as a roadmap. Based
on the fourth principle related to transparency, neutrality and
intellectual integrity, access to the methodology by which the
data was processed and made understandable must be made
available.

The fifth principle focuses on empowering the user, which
requires, according to the Charter, that the user be an enlight-
ened element and capable of using his tools, as individuals
working in the justice system must always be able to refer to
the decisions they have made and the legal data they have used
for this purpose, and to make new decisions with a different
approach given the specificity of the facts at hand.

In light of this, judges are called upon not to postpone
the task of applying the ethical vision, but rather to take
the initiative to acquire what enables them to supervise the
management of the application of artificial intelligence in the
justice sector responsibly. Based on his being the element
directly concerned with introducing systems related to arti-
ficial intelligence into his judicial work, the judge’s learning
about artificial intelligence systems and training in their ethics
is likely to impose him as a fundamental player and an
indispensable decision-maker in forums for researching the
ethics of artificial intelligence, and to delegitimize forums that
do not include his participation, and to undermine confidence
in public policy decisions that exclude him. In addition, it jus-
tifies, and even imposes, his opinion on the issue of evaluating
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the use of these systems in the field of justice throughout their
life.

The judiciary should have adequate representation in mon-
itoring and evaluating programs and mechanisms related to
the ethics of artificial intelligence in a credible manner, by
participating in developing quantitative and qualitative ap-
proaches. In addition, this type of knowledge would enable the
judge to make informed decisions in several areas, including,
for example, deciding to use artificial intelligence systems
in a specific area and excluding them from other areas, and
justifying the choice of one method over another on the basis
of suitability for the purpose or legitimate goal to be achieved,
after conducting a thorough and standard assessment between
the necessity of use and the potential risks. We must not
forget the need to ensure that the necessary procedures are in
place to ensure the obligation to submit accounts, determine
responsibility for harmful acts resulting from the work of these
programs, ensure that an actual possibility of challenging their
application and the right to appear before the judge is secured
for this purpose, and ensure the requirements of transparency
and their application in a manner consistent with the specific
nature of the context in which the aforementioned programs
are used.

In addition to that, the judge is entrenched in his awareness
of his final decision-making authority, so that the final deci-
sion remains in his hands, and no matter how mature these
systems become in the future, in cases involving certain fateful
decisions, he seeks to determine them.

More realistically, and based on the awareness that the
intervention of artificial intelligence in the field of justice by
processing legal data and judicial precedents could lead to
disturbing results, the judge’s education about this technology
would enable him to participate effectively to prevent this
by establishing what is called “ethics from the beginning or
ethical-by-design.”

Thus, learning would enable him to supervise and manage
the introduction of principles and rights that may not be
violated from the stage of designing and teaching artificial in-
telligence to ensure a use that respects the fundamental rights
of individuals, groups, the environment, the rule of law and
institutions, especially for discriminated against groups and
people in a vulnerable situation. His education would enhance
his knowledge that the use of this technology could reproduce
forms of discrimination and bias practices, based on the use of
artificial intelligence of some sensitive data (donnée sensible),
race, gender, sexual orientation, political opinions, religious
and philosophical beliefs, health and medical information,
etc. In the design stage and the stage of use, the judge’s
conscious and corrective intervention could put an end to the
risks of using this data or prevent their consolidation And its
perpetuation.

II. Cautions of Using Artificial Intelligence in the Judicial
Decision-Making Phase
While the main concerns may involve the dominance of artifi-
cial intelligence over the human element, the more immediate

and pressing risks are the implications of how the work that
this technology is involved in is practiced. Hence, optimism
about introducing artificial intelligence systems into the jus-
tice system is expected to achieve results that are hoped for
(paragraph one), but the dangers accompanying the expected
results must always be kept in mind (paragraph two).

A. Expected results from the use of artificial intelligence
in judicial decisions
In reality, what concerns litigants is not the abstract legal
orders that are formulated in a general and impersonal manner,
but rather what the judge may decide individually regarding
his personal case. Hence, legal industry entities [43]. Legal-
tech have worked hard to think about finding tools that can
predict the outcome of trials in advance, which is one of the
applications of predictive justice. The subject is not new, but
today it is taking on an increasing scale. In 1963, foundations
were reached for digital processing of file data in order to try
to predict their acceptance or rejection before the judiciary
[44]. Those working on designing this computer program
considered that understanding the methods of interpreting
reality and law that judges rely on would lead us to constances,
and thus predict the outcome of the case. In the twentieth
century, efforts in this field intensified, and some sought to
build mathematical models, and others based on probabilities
[45] Probabilités or relationships [46]. Correlations through
which the outcome of a judicial decision can be predicted.

In addition, British and American researchers conducted a
study published on October 24, 2016, related to designing an
artificial intelligence system that would predict the outcome
associated with a judicial decision. The study covered about
600 cases decided by the European Court of Human Rights,
and the result proposed by the program was limited to pre-
dicting the acceptance or rejection of the case by the afore-
mentioned court. The result reached by the algorithm used
matched (79%) with the outcome of the decisions under study.
The work of the algorithm was based on discovering textual
tendencies Tendances textuelles that lead to conclusions that
can be predicted within the framework of a violation or non-
violation of the European Convention of human rights

The relevant facts, the legal arguments of the parties regard-
ing them, and the legal materials applied (as data) are likely to
produce, in general, similar decisions [47].

In this context, the actual use of artificial intelligence today
in various justice contexts is likely to raise profound questions
about the process of judicial decision-making in the age of
artificial intelligence, and the impact of that answer on the end
user of this intelligence, i.e. the litigant.

The question today revolves around what benefit artificial
intelligence can provide and the positive impact expected from
it on the final result of the work of the judicial system? [48]
And is it possible, and is it even correct, for information
technology to become a real tool that participates with the
judge in the process of producing the judicial decision itself?

What some expect from introducing artificial intelligence
into the justice system is the achievement of legal security
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La sécurité juridique, as part of the aspiration to rationalize
the judicial decision by seeking a kind of unification in this
framework [49].

This enthusiasm is basically met by a group of legal experts’
denial of the specificity of legal security, to be in itself a goal
we aspire to, since how can the law not be synonymous with
achieving security? [50]

However, judicial decisions tend to be variable decisions for
reasons including the objective ones related to the necessity
for the judge to adapt the legal rule to the actual situation
at hand [51] and the personal ones related to variable data
affecting the judge himself [52].

The danger of this judicial randomness (alea judiciaire)
remains curbed by internal controls that govern judicial work,
especially the existence of governing bodies whose work is
based on collective deliberation that prevents the monopoly
of opinion and decision, in addition to the formation of ju-
risprudential trends that unify the interpretation of texts and
the setting of standards by the supreme courts. For further
guarantees, technological optimists are counting on artificial
intelligence to undertake the aforementioned unification func-
tion to instill reassurance in the souls of those who believe
in the necessity of justice that provides a unified judicial
solution, which falls under the scope of credibility based on
equality between litigants and certainty.

Proponents of employing these technologies in judicial
work praise their ability to “provide access to justice for
all and equality before the law, and the stability, harmony
and consistency of jurisprudence [53], in addition to ensuring
“legal security, legal expectation and confidence in the judicial
system in general [54], which guarantees a more logical judi-
cial decision, and ends with neutral and fair justice. But before
accepting the encouragement of This adoption, this technical
fever must be approached with caution and care.

To understand the expected positives of artificial intelli-
gence systems, it is necessary to link the nature of the judge’s
work in issuing a judicial decision, and the nature of the tasks
that can be undertaken by artificial intelligence technologies
that can be called upon to support him, based on the criterion
of the extent to which the result of the relationship between
the facts presented and the rules applicable to them can be
predicted. The judge is obliged to adapt his decision according
to the facts of the case, which requires that every judicial
ruling be reasoned [55], ensuring that the facts of the case have
been examined, scrutinized, and taken into account in all their
details, in order to resolve the dispute in accordance with the
legal rules applicable to it.

In the stage of preparing and preparing the judicial decision,
and in cases that require the judge to work hard to process a
large amount of information and study various legal materials,
in addition to focusing on analyzing many comments on
previous judicial decisions, automated unified nomenclature
classification systems can be useful [56].

In addition, techniques based on saving and retrieving
information can provide the judge with information with a
structure that is applicable to the actual case in question, as

does the eDiscovery technology used in the United States
and Britain. Artificial intelligence can also, by providing
organized and useful information to the judge, help him build
logical thinking and reach conclusions, and thus provide guid-
ance or advice. Hence, the importance of artificial intelligence
in relieving a judge who is overburdened with work, and
relieving him by making some tasks automated. The role
of artificial intelligence is focused on dealing with matters
that are relatively easy to handle - even if they require a lot
of time, which constitutes an aspect of complexity in them
and those governed by pattern and repetition. The expected
solution given by artificial intelligence imposes itself basically
easily in these cases where the judge’s discretionary power is
diminished, as long as these cases are based on clear grounds
and stable solutions.

As for the process of building the judicial decision itself,
and before examining the benefits that the introduction of
artificial intelligence into judicial work can provide, it is
necessary to touch on the nature of the judge’s work that
leads him to issue the judicial decision. The judge decides the
dispute according to the legal rules that apply to him [57]. In
this context, he deals initially with information, and processes
the events presented to him in the historical sense, to extract
from them the useful facts, and the position of the parties to
the dispute on them. In this, his work is identical to the way
the algorithm works, which deals with information and data.
As for the outputs resulting from the algorithm, the striking
differences between the judge’s task and the work of the
algorithm emerge. The scholar Carbonnier drew attention to
this reality, categorically denying that the judge is a machine,
because he works on the case , with knowledge and logic, in
addition to his sensitivity and intuition [58], considering that
the artificial intelligence systems in circulation today are of
the weak type Narrow AI, and not of the strong, aware and
conscious type General PAI. The judge sets the legal frame-
work for the case, and applies the legal rules in light of ethical
and humane considerations [59], applying legal thinking, until
reaching a solution. The judge does not merely decide the
case, but rather there is an underlying and implicit intellectual
process that takes its course and cannot be reduced to logical
reasoning alone. At the same time, it constitutes a guarantee
for the litigant, considering that the elements of his factual
and legal case have been examined and treated in a unique,
personal manner. The judicial ruling involves an interpretation
of the law, which is knowing "How the judge obtains the
individual, personal rule that he will apply, based on applying
the abstract rule in its general form to a specific material fact."
[60] As for the judge-robot, he is a judge of pure logic, not
a judge of experience and expertise. Although he is capable
of anticipating the solution as a result, he is unable [61] to
interpret it and reveal and express the cognitive process that
led to the solution as a path, far from the "open architecture"
of legal logic [62] which, although it is a deductive logic, is
not purely deductive, but rather an inductive and pragmatic
logic.

From here, the dividing line between the absolute welcome
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of the use of artificial intelligence in the justice system and the
cautious approach becomes clear.

B. The impact of artificial intelligence in the process of
producing the judicial decision
The use of artificial intelligence in the process of producing
the judicial decision leads us gradually to a change in its logic
[63]. The judge is no longer, in fact, ruling, but rather goes
directly to the most frequent solution, in what is known today
as the solutionism pousse, and that would lead us towards the
standardization of justice [64], and the similarity of judicial
rulings, based on mathematical calculations, and not on the
basis of individualizing each case according to its legal and
external data that the judge takes into account. Under the
"pressure" of numbers and percentages, there is a danger
that the judge will take the "most common" decision, which
could lead us in practice to mass trials (Process de masse),
in which case the judicial function would be governed by
the following duality: either the judge follows the machine’s
suggestion, convinced or similar, or even, and here is the most
dangerous, trusting this option, or he contradicts the machine’s
suggestion, which then becomes, in the eyes of the public, the
natural solution [65].

Resorting to the use of artificial intelligence in producing
judicial decisions is likely to create the risk of the singularity
of interpretation, the crushing of the judge’s freedom of judg-
ment under the rock of the automatic result, and the absence
of the judge’s creative role, and threatens a "interpretational
winter" governed by stagnation at a specific point, through
a repeated reproductive logic. The result given based on the
work of artificial intelligence systems turns over time into
a new rule, since the rule resulting from the application La
norme d’application becomes an alternative to the legal rule
that the text originally brought [66]. These results refer to
another problem that finds its place in countries that follow
the Roman-Germanic legal system, and revolves around the
power and value that interpretation acquires. Is the system-
atic application of previous solutions imposed, in reality,
by adopting the result announced by artificial intelligence,
reinforced by the weight of numbers, likely to confer on the
established interpretation the same value that the precedents
of interpretation acquire in public law systems?

Questions This shift in understanding the nature of a ju-
dicial decision as a result of adopting artificial intelligence
systems raises profound questions. What is the process of
defining ijtihad in general? What is the value of the “legal
rule” (with an applied source) extracted from the use of
artificial intelligence based on a group of similar decisions in a
specific subject? What are, in principle, similar decisions with
similar standards? Does this extracted rule add to the legal text
in its general form, thus becoming one of its sources?

And in case the judge decides to apply a different legal rule
than that resulting from the outputs of artificial intelligence,
will he be asked for additional justification for departing from
this trend, and to explain the departure from this "norm" that
was established by a digital means that may be biased or

designed without external oversight by private parties? What
if the judge wanted to deviate from the jurisprudential trend
that he had previously followed during his judicial career, and
artificial intelligence systems also extracted it as a "normative"
rule for previous judicial decisions issued by the same judge?
[68]. Will this departure become a reason to submit requests
for recusal against judges due to legitimate suspicion? These
are a range of open questions that we should take our time
to ask today, and to inquire about how artificial intelligence
systems can be introduced into the justice system, where this
choice might lead us, and what caveats we should avoid.

III. Conclusion
The famous physicist Stephen Hawking considered that “the
success in creating artificial intelligence will be the greatest
event in human history, and unfortunately it may also be the
last, unless we learn how to avoid the dangers” [69].

In most of the decisions made around the world today, there
is an algorithm involved in the subject; from choosing the
movie we will watch, or the people we will add to our list of
friends, to our electronic purchases, to the candidate we will
vote for in the elections, to the person who will be searched,
to who will be released after being arrested, and to the length
of the sentence that the criminal will serve .

The age of artificial intelligence is undeniably imminent in
the justice sector, but the questions far outnumber the facts.
So instead of developing the tools to save us from the worst
in us, we are faced with a complex and frightening problem,
with most of the humans who created AI not knowing what
it will learn next. While developers usually understand how
to build AI, understanding how these systems work, process
information, and arrive at their conclusions is largely unknown
at present.

We have had more than forty years to adapt to the infor-
mation age; we will not have the same time to adapt to the
age of intelligent machines. If we have not yet been able to
agree on the legislation, rules, and values required to guide
and control it, then at least let us take the initiative to build the
capabilities that will allow us to reserve our role in reviewing
our past responses to historical clashes between technology
and ethics, to have a competing voice to ask the big questions,
and to expand the circle of discussion and decision-making to
include us.

All this is with the aim of providing sufficient guarantees for
these systems to operate under the umbrella of basic human
rights, the rule of law and the independence of the judiciary,
and ensuring that they are prepared, developed and used in a
way that makes their “trustworthiness” the ultimate result that
must be established by putting these principles into practice
[70].
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