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Abstract Due to the complexity of dance performance forms, dance movement recognition is very difficult, and related
research has received much attention. In this paper, a dance action feature recognition method based on multi-scale feature
fusion is designed around modern dance performance forms and dance action features. The method carries out dance action
feature extraction on the well-framed image of dance video by calculating the image entropy of optical flow map, combined
with the audio feature sequence of audio feature extraction. Then the multi-core learning method is used to realize the multi-
feature fusion of the dance action to complete the extraction and recognition of dance action features. Through the performance
analysis of the model, the recognition accuracy of this paper’s model on the NTU RGB-D 60 and NTU RGB-D 120 datasets
stays above 90% and 85%, with an overall decrease of only 4.95% in the latter, which is the best performance among the
compared algorithms. Experiments show that the proposed method in this paper has better dance movement recognition effect
and generalization ability.

Index Terms multi-scale feature fusion, feature extraction, multi-core learning, dance
movement feature recognition, performance analysis

I. Introduction

W ith the continuous improvement of social and eco-
nomic level and the progress of science and technol-

ogy, people constantly have a new pursuit of life. Relying
on real life, modern dance can fully reflect people’s thoughts
and psychological state, and also reflect the penetration of
different cultures [1]–[3]. Modern dance is different from folk
dance, it can quickly integrate and break the barriers between
different dance styles [4]. Even if the two are different, they
can seek common ground while reserving differences, in order
to promote the innovative development of different dance
forms [5].

Modern dance as the 20th century originated in the western
dance art, the development of its value is not only limited to
a pure art form [6], [7], it accompanies the development of
western modern culture growth, rebellion against tradition at
the same time, it is a kind of artistic and cultural trend of
innovation [8]. Modern dance, whether it is performing arts,
spatial structure or the pursuit of artistic aesthetics, are in the
seemingly reverse road to seek the return of life’s most gen-
uine, abstract, grotesque, individuality is synonymous with, it
is precisely because modern dancers are always trying to break
the traditional dance of the purity of the rules and regulations,

and the courage to challenge the new things, the modern dance
presents the difference between the traditional dance art style
[9], [10].

With the continuous development of modern dance, it cre-
ates various movement techniques. Although dance is an art
that mainly expresses thoughts and emotions with the help of
rich body movements, the real emotions of modern people
are still the final landing point of the ideological nature of
movements. Therefore, the rich emotion gives the movement
a strong impact and is very shocking [11]–[13]. As a newly
emerging modern dance in the 20th century, compared with
traditional dance, it is more unique, innovative and metaphor-
ical in body language expression. As we all know, dance is
an abstract body language, and its artistic performance has
metaphorical characteristics [14].

Modern dance in today’s cultural and artistic fields has been
a significant position, as an art form, with a unique artistic
posture for people to present "deviant" aesthetic enjoyment,
as a cultural trend, it revolutionizes the development of art at
the same time, but also triggered people to think more [15],
[16].

The study, after the frame-splitting process of the dance
video, carries out optical flow calculation on each image with
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good frame-splitting to obtain the motion characteristics of
the dancer in the image, and then carries out image entropy
calculation to obtain the entropy value sequence of the op-
tical flow map. It is fused with the audio feature sequence
obtained by audio feature extraction to realize the extraction
and representation of dance movement features. On this basis,
multi-feature fusion is used for dance action recognition,
and considering the existence of heterogeneous feature fu-
sion problems, multi-core learning is used to organically fuse
multiple types of features for dance action recognition. NTU
RGB-D 60 and NTU RGB-D 120 are selected as experimental
datasets for training and testing to analyze the loss value curve
and accuracy curve of the model. A series of comparison
experiments are conducted on the two division criteria of NTU
RGB-D 60 and NTU RGB-D 120 datasets, and solo and group
dance situations are simulated to measure the accuracy of the
model’s dance action feature recognition in the two cases, and
to test the performance of this paper’s model in recognizing
dance actions.

II. Dance movement feature recognition method based
on multi-scale feature fusion
In this paper, an effective dance movement feature recognition
method is proposed for dance video dataset, which firstly
performs the extraction and processing of dance movement
features, and then adopts the multi-core learning approach to
organically fuse the three types of features for dance move-
ment recognition research.

A. Dance movement feature extraction and description

In action recognition research, the first thing to be done is
usually feature extraction, which refers to the extraction of
feature information from the action data set to describe the
target action in the video, and is an essential step for action
recognition research. This chapter describes the process of
extracting key frames from a dance video, using the optical
flow method to extract the motion features of the dance action
in the dance video, and then using image entropy to calculate
the entropy value of each optical flow image.

1) Feature extraction method based on motion features
Traditional optical flow algorithms are limited at some mo-
ments, and although they can track the target in the image,
the optical flow computation is not very effective for discon-
tinuities in the movement, occlusion phenomena, and large
displacements.

In this paper, the LDOF method will be used to obtain
the motion characteristics of the dance video. This is a good
way for dance videos to accurately calculate every change of
dance movements without missing the movement changes of
those small body parts (hands, feet, etc.). The optical flow
calculation method is shown in (1) to (6):

E (w) = Ecobbr (w) + γEgrad (w) + αEsmooblh (w)
+βEmakk (w,wl) + Edect (wl),

(1)

Ecodar (w) =

∫
Ω

Ψ
(
|I2 (x+ w (x))− I1 (x)|2

)
dx, (2)

Egrad (w) =

∫
Ω

Ψ
(
|∇I2 (x+ w (x))−∇I1 (x)|2

)
dx,

(3)

Esnwowh (w) =

∫
Ω

Ψ
(
|∇µ (x)|2 + |∇v (x)|2

)
dx, (4)

Emaskh (w) =

∫
δ(x)ρ(x)Ψ

(
|w (x)− w1 (x)|2

)
dx, (5)

Edesc (w1) =

∫
δ(x) |f2 (x+ w1 (x))− f1 (x)|2 dx, (6)

where, α, β and γ are adjustable weighting parameters and
Ecolor (w) is an assumption of luminance invariance for both
color and grayscale images. The effect of illumination is
unavoidable and therefore, to minimize the effect of illu-
mination, a gradient constraint Egrad (w) is added to this.
which is then smoothed by Esmach (w). The last two items
are constructing descriptor matching and minimizing it by
multivariate modeling and optimization.

2) Image entropy calculation based on optical flow map
Entropy calculation on image frames only takes into account
the features of the image, but for dance videos, the change
of movement is the key. Therefore, the method used in this
paper is to calculate the entropy value of each optical flow
image by taking the optical flow image derived from the above
stage as the input of the stage. In this paper, the entropy
value is calculated on grayscale images, although there is a
loss of information compared to color images, the information
required for entropy calculation has not changed, and there is
an increase in the speed of operation, and it is also easy to
store. The entropy value of the current optical flow map is
calculated by following the chronological order. As shown in
(7):

E−img = −
m∑
k

pk log2 pk, (7)

where pk represents the proportion of pixels in the image with
a gray value of k, m is for the gray level (0-255), and E−img
is the entropy value. The greater the amount of information
contained in the image, the greater the entropy value, which
means that there is a greater variation in the dance movements
between frames T and T + 1 of the current image.

3) Fusion of audio features with entropy sequences
The speed of dance movements has correlation with music. In
this paper, the envelope feature curve of the music is fused
with the entropy sequence to obtain an entropy sequence
related to the music. The accompanying music is extracted
from the video, the accompanying music in WAV format is
read, and then the envelope features and energy features of
the music are extracted to prepare for the subsequent feature
fusion.

The extraction of the energy features of the audio starts with
the frame splitting process, where the audio x (j) is subjected
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to the windowing frame splitting process to get the knd frame
of the audio. The audio signal is present in y, the length of y
is N , the sampling rate is fs, the length of each take is wlen,
the displacement of the two frames before and after is dis, and
the overlap between the two frames is olap = wlen − dis.
Therefore, for the audio signal of length N , the equation of
the frame-splitting is shown in (8):

fs = (N − olap) /dis = (N − wlen) /dis+ 1. (8)

The average amplitude of the audio, i.e., the energy signa-
ture of the audio, is then calculated as shown in (9) and (10).
In this way the audio feature sequence and the entropy value
sequence can be aligned. Finally, feature fusion is performed
by the product operation of the audio feature sequence and
the entropy value sequence to obtain a music-related entropy
value sequence:

yk (j) = win (j) · x ((k − 1) · dis+ j) , (9)

where 1 ≤ j ≤ L, 1 ≤ k ≤ f.

M (k) =

L−1∑
j=0

|yk (j)| , 1 ≤ k ≤ f, (10)

where win (j) is the window function, yk (j) is the value of a
frame, L is the frame length, dis is the frame shift length, and
f is the total number of frames after splitting. In (10), M (k)
represents the characterization of the energy magnitude of a
frame of audio.

4) Keyframe Extraction for Dance Videos

The entropy value sequence after feature fusion is calculated,
and the comparison operation is not based on the entropy value
difference between two neighboring frames as the basis for
finding the key frames, but the following formula is used to
operate, and the obtained value is compared with the threshold
value, and finally, the frame that is larger than the threshold
value is selected as the key frame. For the ever-changing dance
movements in a dance video, this can effectively extract the
representative frame and make the keyframe set less redun-
dant. As shown in (11):

V =
|Hcwrmt −Hkey|

Hkey
, (11)

where Hcurnnt denotes the entropy value of the current frame
and Hkey denotes the entropy value of the current keyframe.

B. Multi-feature Fusion and Recognition of Dance
Movements

Based on the previously extracted features, a multi-feature
fusion method for dance movement recognition is proposed,
which applies multi-core learning to the study of multi-feature
fusion methods.

1) Multi-core learning methods
Multi-core learning belongs to the category of kernel methods,
and the main principle is to use the combination of multi-
ple kernel functions instead of a single kernel function. In
multicore learning, most of the multicore models built are
linear combinations of multiple kernel functions to form a new
kernel function.

The representation of linearly combined kernel functions is
shown below:

k (x, z) =

M∑
j=1

βjkj (x, z) , βj ≥ 0,

M∑
j=1

βj = 1. (12)

In (12) M denotes the number of kernel functions, kj (x, z)
is the kernel function, and βj is the corresponding weight of
the kernel function. k (x, z) is determined by the correlation
of the features, and βj ≥ 0 is set in order to make k (x, z)
comply with Mercer’s theorem. Therefore, the core problem
of multikernel learning is to learn both the optimal kernel
function parameters and the corresponding weights of the
kernel functions during the optimization process. β Multiker-
nel learning-based methods usually obtain better results than
single-kernel learning-based methods, but the problem faced
by multikernel learning is that its time and space complexity
are too large. space complexity is too large. In recent years,
researchers have proposed many solutions to the optimization
problem of multikernel learning. The classical ones are based
on semipositive programming, second-order conical program-
ming and alternating optimization.

The method based on alternating optimization is divided
into two main steps: the first step starts with a single kernel
function learning, which first fixes the kernel function weights
and solves the parameters of the support vector machine clas-
sifier. The second step is to fix the parameters of the support
vector machine classifier and calculate the new kernel function
weights. The above two steps are executed alternately until
convergence. Based on the alternating optimization strategy,
the multikernel learning problem is transformed into a semi-
infinite linear programming problem (SILP):

maxda min
q∑

m=1
dm

[
1
2

∑
i

αiyiϕm (xi)−
∑
i

αi

]
s.t.

∑
i

αiyi = 0, C ≥ αi ≥ 0 ∀ i∑
m

dm = 1, dm ≥ 0 ∀ m

(13)

(13) can be solved using alternating optimization, where
the authors update the kernel function weights using a tangent
plane approach, where the lower boundary of the tangent plane
for each kernel function weight is computed with the param-
eters of the support vector machine classifier derived from
the previous iteration. The SILP-based algorithm optimizes
the kernel function linear combination weights and the single
kernel SVM parameters by using a two-layer loop, respec-
tively, before updating the kernel function weights. Although
the efficiency of solving the SILP problem is significantly
improved, the algorithm is not stable enough and therefore
also difficult to be applied to large-scale solving.
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Based on the idea of alternating optimization strategy,
Simple MKL algorithm uses gradient descent to update the
kernel weights. At the same time, the objective function of
multikernel learning is rewritten:

min
fn,b,ξ,d

1
2

∑
m

1
dm

∥fm∥2Ha
+ C

∑
i

ξi

s.tyi
∑
m

fm (xi) + yib ≥ 1− ξi ∀

iξi ≥ 0 ∀ i,
∑
m

dm = 1, dm ≥ 0 ∀ m

(14)

The fm in (14) denotes the mapping function which will
map the data to the corresponding regenerative kernel Hilbert
space. Meanwhile dm constrains the paradigm of fm. The
smaller the value of dm, the smoother fm. The dyadic form
of this objective function is as follows:

minda
maxα − 1

2

∑
i,j

αiαjyiyj
∑
m

dmKm (xi, xj) +
∑
i

αi

s.t
∑
i

αiyi = 0 ∀ i

C ≥ αi ≥ 0 ∀ i∑
m

dm = 1, dm ≥ 0 ∀ m

(15)
(15) differs from the semi-infinite linear programming

method in that it utilizes the smoothing property of the ob-
jective function and uses a gradient descent method to update
the kernel function weights. The kernel function weights
calculation is obtained by the following equation:

Dm =


0 if dm = 0 and ∂J

∂dm
− ∂J

∂dp
> 0

− ∂J
∂dm

+ ∂J
∂dµ

if dm > 0 and m ̸= µ∑
g ̸=µ,di>0

(
∂J
∂dv

− ∂J
∂dµ

)
if m = µ

(16)
In (16), Dm denotes the direction of gradient descent. When

updating the kernel function weights each time, the use of
linear search can quickly obtain the optimal kernel function
weights through a suitable search step size.

2) Dance movement recognition based on feature fusion
Reference to the parallel branch structure of the Shufflenet
network, using the different size of the convolution core,
capture the fine-grained characteristics of the image and the
context information of the department, and the multi-scale
characteristics of the different scale characteristics of the
different scale of the different scales are improved by the
feature splicing and the channel shuffle, and the classification
performance of the different scales is improved.

Considering the limited ability of each class of features to
distinguish dance movements individually, this paper adopts a
linear weighted combination of directional gradient histogram
features, optical flow directional histogram features, and audio
features in a multicore learning approach to fuse them in order
to realize the mutual complementation of multiple classes of
features to improve the recognition ability of the classifier.

Assume that there are p dance movement x1, x2, . . . , xp

and category y1, y2, . . . , yp in the dance dataset. meanwhile,
the G kernel functions corresponding to the HOG features
are defined as kg (xi, xj), g = 1, 2, . . . , G, the F kernel

functions corresponding to the HOF features are defined as
kf (xi, xj) , f = 1, 2, . . . , F , and the M kernel functions
corresponding to the audio signature features are defined as
km (xi, xj), m = 1, 2, . . . ,M . In this paper, linear combina-
tions of the kernel functions incorporating the three features
mentioned above can be expressed by (17):

k (xi, xj) =

G∑
g=1

βgkg (xi, xj) +

F∑
f=1

βfkf (xi, xj)

+

M∑
m=1

βmkm (xi, xj) . (17)

(17) satisfies conditions βg ≥ 0 ∀ g, βf ≥ 0 ∀ f , βm ≥

0 ∀ m,
G∑

g=1
βg+

F∑
f=1

βf +
M∑

m=1
βm = 1. βg , βf and βm are the

weights of the corresponding kernel functions, respectively.
In the support vector machine based on multikernel learn-

ing, the task of the training phase of the multikernel learning
model is to learn to solve the weights of each kernel function
β and the parameters of the support vector machine classifier
itself α and b. Based on the idea of Simple MKL algorithm in
the previous section, the objective function of the algorithm in
this paper is defined as shown in (18):

min
βg,βf ,βM ,α,b

J = 1
2

G∑
g=1

βgα
TKgα+ 1

2

F∑
f=1

βfα
TKfα

+ 1
2

M∑
m=1

βmαTKmα+ C
∑
i

ξi

s.t yi

[
G∑

g=1

βgKg (xi) +
F∑

f=1

βfKf (xi) +
M∑

m=1

βmKm (xi)

]
α

+yib ≥ 1− ξi ∀ i,

ξi ≥ 0 ∀ i,
G∑

g=1

βg +
F∑

f=1

βf +
M∑

m=1

βm = 1

(18)
Eq. (18) in Kg (xi) = [kg (xi, x1) , . . . , kg (xi, xp)],

Kf (xi) = [kf (xi, x1) , . . . , kf (xi, xp)] and Km (xi) =[
km (xi, x1) , . . . , km (xi, xp)

]
. According to the idea of Sim-

ple MKL algorithm, a gradient descent algorithm is used to
minimize the objective function and thus learn to solve the
optimal parameters, the specific process is to compute the
classifier parameters α and b in each iteration, given the kernel
function weights β, and then compute the new kernel function
weights β, given α and b. Therefore, the classification function
of a multikernel-based learning support Vector Machine based
classification function is shown below:

y = F (x)

=

 G∑
g=1

βgKg (x) +

F∑
f=1

βfKf (x) +

M∑
m=1

βmKm (x)

α+ b.

(19)

In addition, (19) is a two-class classification function and the
recognition problem to be solved in this paper is a multi-class
classification problem. So it is necessary to convert the two-
class classification problem into a multi-class classification
problem. The multi-class problem in this paper is converted
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into a joint binary classification problem, i.e., for each cat-
egory in the dataset all the dance moves belonging to this
category are labeled as positive, and other dance moves are
labeled as negative. According to the Simple MKL algorithm,
assuming that there is p class of dance moves, p classifiers of
the two-class SVM need to be trained. Therefore, the objective
function for multi-class classification also becomes as shown
in (20) below:

J =

P∑
p=1

Jp (βg, βf , βm, αp, bp) . (20)

Eq. (20) where Jp is the pnd support vector machine two-class
classifier. The output is the dance action of p and the negative
sample is the dance action whose category is not p. Finally
the algorithm in this paper obtains the movement categories
when performing multi-class classification according to the
following (21) formula:

y = argmax
yp

Fp (x) . (21)

Dance works in the form of dance performance can be divided
into solo, double, triple, group dance. The double dance
mostly adopts the coherent technique of lifting compound, and
the triple dance is richer than the double dance in terms of
level, which contains the performance form of the solo dance
and joins the performance form of the double dance at the
same time, and the performance form of the group dance is
more colorful and diversified. The use of dance action feature
recognition model to recognize different dance performance
forms may have different effects, which will be studied in the
following performance analysis.

III. Performance Analysis of Dance Movement Feature
Recognition
In order to evaluate the dance movement feature recognition
model proposed in this paper, experiments are conducted on
two skeleton datasets NTU RGB+D 60 and NTU RGB+D
120, which are widely used for a wide range of applications in
dance movement recognition work.

A. Experimental data set

The NTU RGB+D 60 dataset is a large dataset containing 60
different action types widely used in the field of skeleton based
action recognition. The dataset contains a total of 56,880 sam-
ples, of which 40 categories are daily behaviors, 9 categories
are health-related behaviors, and 11 categories are two-person
interactive actions. The dataset provides two segmentation
criteria: one is Cross-Subject, which divides the training and
test sets according to the person ID, and contains a training set
of 40,320 segments from 20 subjects, and a validation set of
16,560 segments from 20 other subjects. The second is Cross-
View, which divides the training and test sets by camera, and
the dataset contains a training set of 37920 clips sampled from
two cameras, and a validation set of 18960 clips from another
camera.

Figure 1: Model’s loss value curve and accuracy curve

The NTU RGB+D 120 dataset extends the NTU RGB+D
60 dataset by providing 114480 video clips executed by 106
subjects from 155 viewpoints. Similar to NTU RGB+D, two
division criteria are proposed for the dataset: one is Cross-
Subject, in which the dataset contains a training set of 63,026
clips and a validation set of 50,922 clips, respectively. The
second is Cross-setup, the dataset in this division criterion
contains a training set of 54,471 fragments and a validation
set of 59,477 fragments, respectively.

B. Loss and Accuracy Analysis

The performance of the proposed dance movement feature
recognition model is verified by training and testing on the
dataset. The loss value curve and accuracy curve of the model
are shown in Fig. 1. As the number of training times of the
model increases, the loss value in the training set fluctuates
more in the first 100 cycles, which indicates that the learning is
continuously adjusted during the training process with the aim
of making the loss of the dance movement feature recognition
model converge, and corresponding to the training set, the
accuracy rate in the validation set also has the same change.
The convergence process of the loss value in the validation
set is smoother, and the accuracy in the validation set is
more stable, and the accuracy of the dance action feature
recognition in the training set and validation set remains above
90% and 95%, respectively.

C. Comparative experiments

Using NTU RGB-D 60 dataset and NTU RGB-D 120 dataset,
the results, i.e., recognition accuracy, of the dance movement
feature recognition model proposed in this dissertation are
demonstrated and compared and analyzed with other move-
ment recognition algorithms proposed so far based on human
skeleton data.

1) Experimental analysis of NTU RGB-D 60
The accuracies of different dance movement recognition
methods on NTU RGB-D 60 dataset are shown in Table 1. The
dance movement feature recognition model proposed in this
paper obtains 90.16% and 95.73% recognition accuracies on
Cross-subject and Cross-view segmentation criteria of NTU
RGB-D 60 dataset. Compared with the Ind-RNN network
model based on recurrent neural network, it is 7.36% and
8.15% higher on the two metrics, respectively. Compared with
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the 3SCNN network model based on convolutional neural
network, it is 1.49% and 4.15% higher in two metrics, re-
spectively. The results compared with other action recognition
algorithms based on human skeleton data illustrate the supe-
riority of the dance action feature recognition model in this
paper.

Comparing the recognition accuracy results of the Cross-
subject and Cross-view partitioning standards based on the
NTU RGB-D 60 dataset, it can be found that the results of
all recognition accuracy on the Cross-view evaluation criteria
are higher than those of the Cross-subject evaluation criteria,
with the difference between the two reaching 12.02% and
4.33% at the minimum. The reason lies in the NTU RGB-
D 60 dataset, which is participated by 40 people of different
ages and postures, through 3 Microsoft KinectV2 cameras, set
at 3 levels of the same height but with pitch angles of 0◦,
45◦, -45◦There were only 3 changes in the viewing angle,
and among the 40 subjects, the tall, short, fat and thin were
different, although the same movements were made, there
were still many differences in details of the same movements
of different subjects, resulting in lower recognition results
than those of the Cross-view evaluation criteria.

Then the model’s performance is analyzed in depth for the
specific classification of the 60 categories of movements under
the Cross-subject and Cross-view division criteria, and Figure
2 shows the recognition accuracy of each dance movement
category under the NTU RGB-D 60 dataset, with the vertical
coordinates of the vertical coordinate being the specific move-
ment numbers and the horizontal coordinates of the horizontal
coordinates being the recognition accuracies of the individual
movements. The model can accurately recognize most of the
movement categories in Cross-subject and Cross-view divi-
sion criteria, and the recognition accuracy of most movements
is above 80%. Focusing on specific action categories, the
accuracy rates of categories 11 (70.71%), 12 (65.87%), 29
(69.85%), 30 (75.43%), 41 (67.61%), and 44 (68.89%) are
significantly lower than the other categories in the Cross-
subject segmentation criterion.The accuracy rates of the
Cross-view segmentation criterion for categories 11 (66.62%),
12 (74.53%), 29 (71.04%), 30 (73.12%), 34 (68.89%), and
41 (72.03%) were significantly less accurate than the other
categories.

2) Experimental analysis of NTU RGB-D 120
In addition to the NTU RGB-D 60 dataset, this paper also
experimented and analyzed on its extended version NTU
RGB-D 120 dataset, and the accuracy rates of different dance
movement recognition methods on the NTU RGB-D 120
dataset are shown in Table 2. Compared with the NTU RGB-
D 60 dataset, this dataset has a larger number of movement
categories and more complex characters and scenes, so basi-
cally, the recognition accuracy of all the mainstream methods
on this dataset has decreased significantly. In the NTU RGB-
D 120 dataset, the recognition result of the dance action
feature recognition model proposed in this paper is 85.21%
on the Cross-subject criterion and 86.38% on the Cross-setup

Figure 2: Identification accuracy of various dance movements
in the NTU RGB-D 60

criterion, which are both maintained at a better level and show
more obvious advantages than other methods. This proves the
superiority of the dance movement feature recognition model
proposed in this paper in terms of performance.

It can be noticed that some action recognition algorithms
provide recognition accuracy on both datasets, which are
compared with the method in this paper, the comparison
of different action recognition algorithms on NTU RGB-D
dataset is shown in Figure 3. The horizontal coordinates in
the figure represent the action recognition algorithms and
the method used in this paper that provide accuracy on both
NTU RGB-D 60 and NTU RGB-D 120 datasets, the vertical
coordinate is the action recognition accuracy, and the dashed
line represents the difference between the action recognition
accuracies of the same action recognition method on the NTU
RGB-D 60 dataset and the NTU RGB-D 120 dataset. From the
figure, it can be found that the dance action feature recognition
model proposed in this paper drops only 4.95% accuracy on
the NTU RGB-D 120 dataset, and it also has the relatively
highest accuracy on the two datasets, which also reflects to
some extent that the dance action feature recognition model in
this paper has strong generalization performance.

Figure 4 shows the model’s recognition accuracies for each
action category on the Cross-subject and Cross-setup delin-
eation criteria for the NTU RGB-D 120 dataset. Firstly, in
action numbers 1-60, low accuracies are observed in positions
corresponding to the results of NTU RGB-D 60 dataset, which
should confirm each other’s results. In action numbers 61-120,
both Cross-subject and Cross-setup division criteria showed
low accuracies in actions 71 (70.26%, 64.38%), 72 (68.5%,
61.96%), 73 (64.51%, 58.34), and 74 (65.15%, 57.69).

D. Recognition analysis under solo and group dance

In order to verify the accuracy of this paper’s method in
extracting the movement features of modern dance perfor-
mances, 10 single video samples and 10 multi-person video
samples are selected in the dataset to simulate the dance
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Method Cross-subject (%) Cross-view (%)
Part-aware LSTM 63.21 72.87

TCN 75.68 83.62
Ind-RNN 82.80 87.58
ST-GCN 81.04 88.49

HCN 86.16 90.51
PB-GCN 88.04 92.37

TSRJI 74.59 83.63
AS-GCN 81.75 93.77
3SCNN 88.67 91.58

3s RA-GCN 87.66 94.01
PGCN-TCA 87.48 92.08
Sem-GCN 86.79 93.97

SGN 86.35 95.39
PR-GCN 85.03 90.44
PeGCN 84.56 92.87

Our 90.16 95.73

Table 1: The accuracy of different dance action recognition methods in the NTU RGB-D 60

Method Cross-subject (%) Cross- Setup (%)
Part-aware LSTM 28.65 29.47

TSRJI 69.14 64.53
3SCNN 82.04 82.11

3s RA-GCN 81.93 83.04
Gimme Signals 71.35 72.62

SGN 78.65 80.58
Mix-Dimension 81.32 82.67

ST-TR-agcn 83.06 83.91
Our 85.21 86.38

Table 2: The accuracy of different dance action recognition methods in the NTU RGB-D 120

Figure 3: Identification accuracy of various dance movements
in the NTU RGB-D 120

movements during solo dance and group dance, respectively.
The accuracy of action feature recognition in solo dance and
group dance in different datasets is tested, in which the test
results of solo dance are shown in Fig. 5 and the accuracy
test results of group dance are shown in Fig. 6. In solo dance,
the accuracy of dance action feature recognition of the design
method in this paper is high, and the overall accuracy is higher
than 90%. In group dance, the accuracy of dance movement
feature recognition of the method designed in this paper is

Figure 4: The action characteristics of the solo dance are
accurate

still high, and the overall accuracy is higher than 85%, but
it is slightly lower than the test data in solo dance.

IV. Conclusion
In this paper, oriented to the modern dance performance form,
we propose a dance action feature recognition method based
on multi-scale feature fusion, and conduct a performance
study on NTU RGB-D 60 and NTU RGB-D 120 datasets. The
research results are as follows:

1) The dance action feature recognition accuracy of this
paper’s model is above 90% and 95% in training and
validation, respectively, and the loss value and accuracy
in the training set fluctuate greatly, while the validation
set is smoother and more stable. The recognition accu-
racy of this paper’s model stays above 90% and 85% in
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Figure 5: The accuracy of the action characteristics of the
group dance

the tests of solo dance and group dance.
2) The action recognition accuracies of this paper’s model

on the NTU RGB-D 60 dataset are above 90%, and on
the NTU RGB-D 120 dataset are above 85%, which are
better than other comparative algorithms, and the latter’s
accuracies have only decreased by 4.95% as a whole,
reflecting the better performance of this paper’s model
in action recognition and stronger generalization ability.

3) Although the research on dance movement recognition
in this paper has achieved some results, the recognition
rate of the current multi-person dance video movement
recognition research is not very high, mainly because
the multi-person dance movements are too complex, and
the existing methods are still not well suited for dance
movement recognition. Therefore, further research and
improvement are needed for future dance movement
recognition research.

Due to some technical limitations, the following points will
be improved:

1) To strengthen the study of feature fusion mechanism and
explore more characteristics and integration strategies
that improve the accuracy of dance action characteris-
tics.

2) The optimization algorithm is analyzed and improved,
especially in the processing of large-scale data sets.

3) The extension model is studied in different styles of
dance, different performance forms (such as solo dance,
double dance and dance), especially for the identifica-
tion of dance movements and more detailed experimen-
tal verification and technical optimization.
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