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Abstract Early administrative jurisprudence generally experienced a shift from administrative science to legal science,
while modern administrative jurisprudence has shifted from judicial review to administrative process centered. In this paper,
we introduce feature engineering technology into the construction model of administrative law based on data mining. The
prior knowledge is introduced into the model through the artificially constructed effective features, and the neural network
method can automatically extract features such as abstract features from the original input text. We propose a deep feature
engineering method to combine the advantages of both in the study of relation extraction tasks. Experiments show that our
method provides a powerful legal analysis tool, which helps to innovate the conceptual framework and theoretical system of
traditional administrative law and establish a modern administrative law system that can explain the real-world administrative
process.

Index Terms data mining, modern administration, law

I. Introduction

I t has almost become a consensus that administration is
produced before administrative law, but administrative law

is not a law about administration, but a law that controls
administration [1]. Therefore, early administrative law gen-
erally experienced a turn from administrative science to legal
science, so that it was able to break out of the cocoon and
reborn, and gradually gained a self-consistent status as a legal
science [2]. But in the context of the modern administrative
state (administrative state), the separation of power structure
has undergone a quiet shift [3]. In the face of increasingly
complex and highly technical regulatory matters, and in the
face of increasing risks of various uncertainties, laws often
only provide regulatory frameworks and blueprints, while
empowering administrative agencies to fill legal gaps, inde-
pendently shape and choose public institutions. The power of a
vast discretionary space for policy [4], [5]. The administration
is no longer merely a "conveyor belt", nor is it any longer
to follow the rules and regulations of the legislature. Under
the tech-necrotic approach, the courts cannot and do not have
the ability to review a large number of highly specialized
administrative decisions. Instead, they can only respect the
policy judgments and individual decisions of administrative
agencies. Moreover, even if an administrative decision is It is
supported by the court, and it does not mean that its decision-
making process is impeccable, and it no longer contains
legal issues and disputes [6]. In a sense, the administrative
process can be called the "lifeline" of modern administrative
law, which constitutes the flesh and blood and skeleton of

administrative law.
In fact, modern administrative jurisprudence has shifted

the node of control from the "downstream" of the admin-
istrative process to the "upstream and midstream", and has
taken policy, politics, and law as its own variables; The
substantive factors in the administrative process are described,
analyzed and judged, and attention is paid to the formation and
implementation of public policies [7], [8]. It is against this
background that famous contemporary public law scholars
in the United States pointed out that the traditional admin-
istrative jurisprudence centered on the court lacks a realistic
understanding of the substantive objectives, consequences,
pathologies and causes of regulatory projects, so legislative
and administrative officials should Pay more attention, be-
cause they are the primary designers of administrative law [9].
British administrative law has also gradually shifted from the
red-light theory of "watching the fire from the other side" to
the green light theory of "giving one’s life to fight the fire"
[10]. Japanese scholars have also successively put forward
the "administrative process theory", which emphasizes the
dynamic grasp of administrative activities or the examination
of its actual functions, although there may be differences in
their positions, and advocates that all laws that appear in the
administrative process should be viewed. The phenomenon is
dynamically investigated, the problem is pointed out, and the
solution is explored [11].

With the continuous development of Internet technology,
digitization has gradually penetrated all walks of life, resulting
in massive unstructured texts, from which extracting a large
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amount of valuable information can generate considerable
economic benefits [12]. To extract structured knowledge from
unstructured text and make the complex data high-quality and
valuable, the academic community is devoted to the research
of information extraction technology. As one of the important
sub-tasks, relation extraction information has received exten-
sive attention. The relation extraction task was first proposed
at the 7th Message Understanding Conference (MUC-7) held
by the U.S. Defense Advanced Research Projects Agency
(DARPA) in 1998, and it was determined that the purpose of
the task is to extract entity semantic relations, the conference
greatly promoted the development of relation extraction and
other information extraction tasks [13], [14]. Then in 1999, at
the Automatic Content Extraction Evaluation Conference or-
ganized by the National Institute of Standards and Technology
in the United States, the task of relation extraction was refined
and standardized [15], and a standard evaluation system was
provided, and then the public information extraction data set
ACE was released. , including training corpus and test corpus,
officially opened the door to the study of relation extraction
tasks. The early research on relation extraction was mainly
carried out in the method based on rules and features, which
required a high degree of linguistic knowledge of researchers.
This kind of method mainly uses artificially defined grammar
rules to match the rules in the target text, to obtain the potential
entity-relation triples in the text [16]. The advantage of feature
engineering is that it can introduce prior knowledge and effec-
tively obtain sentence structure features, but it has poor ability
to automatically learn semantic information about target entity
pairs in texts. To solve this problem, a deep learning method
that can automatically learn abstract features from data and
simulate data laws is proposed. As the main implementation
technology of deep learning, neural network model can learn
and simulate its laws from training data to achieve the purpose
of predicting potential features and semantics in new data [17],
[18].

In recent years, neural network technology has made great
achievements in natural language processing and other fields
and has become the main technical means of relation extrac-
tion task research. However, the traditional neural network
uses the original text as the model input in the research of
relation extraction, and the location of the target entity pair
in the text and its sentence structure features are insufficiently
obtained, which makes the performance of the relation extrac-
tion model difficult to improve.

Through the work of this paper, entity relationships have
been more accurately identified, providing data support for the
development of downstream tasks in the field of natural lan-
guage processing such as event extraction, knowledge graph
construction, and automatic question answering, enriching
the theoretical knowledge of natural language processing,
and further promoting information extraction technology The
development of information can promote the structure and
value of complex information. Through the verification of
the validity of the feature engineering model, we introduce
the feature engineering technology based on data mining into

the construction model of administrative law and realize the
instantiation of the validity of the task transfer. Experiments
show that our method far outperforms the baseline.

II. Chorus Melody Recognition Algorithm
A. Entity feature construction method

In the traditional relation extraction research based on neural
network, the input of the model is the entire sentence, and no
special treatment is performed on the target entity pair, which
causes the neural network to convert each word in the in-
put text into a corresponding representation indiscriminately,
which cannot be obtained. Information about the location and
semantics of the target entity. But the target entity in the text
has precise location, this chapter can make the neural network
focus on the target entity pair by inserting entity features at the
boundary of the target entity pair to indicate the entity. When
obtaining the text representation, each structurally consistent
entity feature is transformed into a vector representation,
which is regarded as the structural signature of the relation
instance.

After the target entity in the sentence indicates the entity
structure on both sides, each entity feature will be mapped
to a vector representation of the same dimension as the
vocabulary in the sentence. This chapter makes the neural
network "attention" to the entity pair in the sentence. location,
structure, semantics, and other information. This chapter does
a systematic study on the structure of entity features and
divides them into three types: entity location features, entity
semantic features, and entity comprehensive features. These
three types of entity features are briefly described below.

1) Entity position feature: This type of feature is used to
indicate the position of the target entity pair in the text,
making the sentence structure feature centered on the
entity pair more obvious. This section divides entity
location features into three subcategories: 1) All entity
location features are represented by the same character,
such as ([P], [P], [P], [P]), where "[P] ” is used to
indicate entity boundaries;

2) Different characters are used for the start and end po-
sitions of entities, such as ([P], [/P], [P], [/P]), where
“[P]” and “ [/P]" marks the start and end positions of
the entity respectively; 3) In order to distinguish the two
target entities in the relationship instance, use different
start and end tags on both sides of the two entities, such
as ([P-1], [/P-1], [P-2] , [/P-2]), marking the start and
end positions of entity 1 and entity 2, respectively.

3) Entity semantic features: entity type and subtype fea-
tures contain important semantic information, so using
such features to indicate target entities can capture entity
location information and entity semantic information
at the same time. This chapter combines entity type
with subtype information and entity location features to
construct entity semantic features.

This class of features is divided into two subclasses.
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Type Subtype Formalization Example
Location features Dull Positions P-D [P], [P]
Location features Two-side Positions P-TS [P], [/P]
Location features Two-side-ARG Positions P-TSA [P-1], [/P-1]
Semantic features Two-side Types S-TS-T [PER], [/PER]
Semantic features Two-side Subtypes S-TS-S [IND], [/IND]
Semantic features Two-side-ARG Types S-TSA-T [PER-1], [/PER-1]
Semantic features Two-side-ARG Subtypes S-TSA-S [IND-1], [/IND-1]

Comprehensive characteristics Dual- Types-side- ARG C-DTSA [PER-IND-1], [/PER-IND-1]
Comprehensive characteristics Types-POS-side- ARG C-PTSA [V-PER-1], [/V-PER-1]

Table 1: Entity characteristics

1) Consists only of entity types or subtypes, such as [PER],
[/PER], [ORG], [/ORG] or [IND], [/IND], [GOV],
[/GOV];

2) It consists of entity types or subtypes and features that
distinguish the relative positions of two entities, such as
[PER_1], [/PER_1], [ORG_2], [/ORG_2]. (Where PER
represents the entity type person, ORG represents the
entity type organization, IND represents the entity sub-
type individual, and GOV represents the entity subtype
government.)

3) Entity comprehensive features: After synthesizing en-
tity location and entity semantic information, this chap-
ter introduces entity-adjacent part-of-speech informa-
tion to construct entity comprehensive features. This
type of feature can encode more entity-related syntac-
tic and semantic information, which is helpful for the
neural network to perceive and recognize the target
entity pair. In this type of entity feature, we use V to
indicate that the part of speech of the adjacent word
of the entity is a verb, and N to indicate a noun, etc.,
which can be expressed as: [V_PER_1], [/N_PER_1],
[N_ORG_2], [V_ORG_2]. For the acquisition of part-
of-speech information in this part of entity comprehen-
sive features, third-party NLP tools - JIEBA and NLTK
are introduced. Finally, this part systematically proposes
a total of nine entity features in three categories, as
shown in Table 1.

B. BERT-CNN model embedding entity features
After embedding entity features into relation instances, we use
vector matrices to obtain text representations, which are then
processed by deep neural Network processing, simulating the
laws between data. This chapter constructs a neural network
model BERT-CNN that combines CNN and BERT models
to evaluate the performance of entity features on relation
extraction tasks. The model consists of an input layer, an
Embedding layer, a convolution layer, a pooling layer, a fully
connected layer, and an output layer, and its structure is shown
in Figure 1.

Input layer: Four entity features indicating the tar-
get entity pair are embedded in the original text to
obtain the Positional, semantic and syntactic features.
make = 1,...,i,...,i + 1,j,...,j + 1,...,N represents a sentence
with two named entities, representing the i two words in the
sentence, entity 1 =, ..., i, ..., i + s , Entity 2 = j, ..., j + t .

Figure 1: BERT-CNN model

Embedding entity features into S in this layer is used to indi-
cate entity pairs. Due to the symmetry of relation instances,
the same entity pair can generate two relation instances I1 and
I2, and use I11, I12 , I21, I22 to indicate the target entity 1 and
entity 2 respectively, then we get:

I1 = < r, e1, e2 >

=w1, · · · , l11, wi, · · · , wi+s, l12, · · ·
, l21, wj, · · · , wj+t, l22, · · · , wN. (1)

I2 = < r, e2, e1 >

=w1, · · · , l21, wi, · · · , wi+s, l22, · · ·
, l11, wj, · · · , wj+t, l12, · · · , wN. (2)

Embedding layer: three strategies are used to initialize the
word vector lookup table, 1) use random numbers to initialize
the lookup table; 2) use wiki-100 or GoogleNews-vectors-
negative-300 two pre-trained word vector models to initialize
Chinese and English word vector lookup table; 3) Use the
pre-trained language model BERT to generate a word vector
lookup table; convolution layer: In this model, four 3 ∗ 1
convolution kernels are used to convolve on the output matrix
of Embedding, and output 50-dimensional vector. The con-
volution operation can automatically learn high-level abstract
features from the original text; A small amount of efficient
feature integration, and finally use the cross-entropy loss func-
tion to calculate the loss in the training process; output layer:
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Figure 2: Neural feature fusion model

Convert the output of the neural network through SoftMax and
use it in the probability output of each category. In the research
of this chapter, using a variety of entity-related information to
construct entity features not only enables the neural network to
obtain sentence structure features, but also integrates semantic
information and syntactic information to further improve the
performance of relation extraction.

C. Neutralized Feature Fusion Model

Neutralized feature fusion model combines feature engineer-
ing and neural network to extract structural features and se-
mantics of text features, thereby alleviating the feature sparse
problem in sentence-level relation extraction. The model is
mainly divided into two parts: The overall framework of the
model is shown in Figure 2.

The feature engineering structure consists of two steps: fea-
ture extraction and feature combination. During feature trans-
formation, convolutional layers transform local features into
high-level abstract representations. This section designs three
convolutional networks with different architectures (“CNN
A”, “CNN H” and “CNN C”) to deal with different types
of composite features respectively. Then feature selection is
performed through the pooling layer, which captures the fea-
tures with obvious classification ability from the input abstract
features and connects the output of each part into a vector for
feature fusion. All inputs are then globally conditioned by a

fully connected layer. Finally, the output is normalized to a
probability value using SoftMax to get the classification result.

III. Experiments
A. Dataset Processing

The ACE 2005 dataset was released by ACE (Automatic Con-
tent Extraction). The Chinese dataset contains 633 documents.
According to the characteristics of the relation extraction
task and the experimental requirements of this chapter, the
irregular documents 1 were filtered out, and a total of 628
documents were collected. For the relation extraction task,
the dataset is manually marked with 9244 relation instances,
which are divided into 6 relation categories and 18 relation
sub-categories, which are called positive examples. Due to
the symmetry of the entity relationship, each entity pair in
the sentence should be recognized for the relationship. This
chapter extracts sentences containing entity pairs from all
documents and regards the instances that do not appear in the
positive examples as negative examples. According to this rule
Got 98140 negatives. The positive data marked in the ACE
2005 dataset is stored in the apf.xml file, and the negative data
needs to be obtained from the sgm file using certain rules and
compared with the positive data. The processing process is
shown in Figure 3.

First, sentences with two or more entities are extracted from
the dataset, and then the entire document storing element
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Figure 3: Flow chart of ace2005 data preprocessing

information such as relation instances is subjected to tree
analysis, and the sentences marked with the entity relation
type in the dataset are extracted as positive examples. use. The
interaction with the entire document in data processing is done
at the level of tree and element nodes, from which information
such as sentence text, entity content, entity type, entity center
word, and relation type is extracted. After obtaining the whole
article, we use five Chinese (or English) punctuation marks
in five Chinese (or English) formats to split the article into
sentences and take the instance text that contains entity pairs
and does not appear in positive examples as negative examples
use. After screening, the experimental data finally obtained
in the ACE 2005 Chinese dataset has 107,384 instance texts
containing two or more entities. The ACE English dataset and
Chinese dataset adopt the same storage and processing meth-
ods. There are 506 articles in the English dataset, and finally
6583 positive data and 97534 negative data are obtained from
the English dataset.

The positive and negative data are merged to obtain all the
instances used for relation extraction in the data set, scramble
them into the same file, and divide them according to the needs
of the experiment. Three characteristics of the ACE 2005
dataset make the study of relation extraction tasks extremely
challenging:

1) a large number of negative examples bring serious data
imbalance;

2) when a negative example and its corresponding positive
example only have entity pairs of positions However, the
two instances share the same text content, and it is dif-
ficult to identify entity relationships through contextual
information;

3) The dataset contains a large number of nested entities.
In the experiment of this chapter, the ACE 2005 dataset
is divided into training set, validation set and test set
according to the ratio of 8:1:1.

Chinese Literature Text Data Set (CLTC) CLTC is a Chinese

data set released by the MOE Computational Language Key
Laboratory of Peking University for two information extrac-
tion tasks of named entity recognition and relation extraction.
The text of the data set comes from Chinese language litera-
ture, it has strong domain language characteristics and aims to
solve the problem of lack of information extraction data sets
in the field of Chinese literature. The dataset annotates 7 entity
types and 9 relation types and annotates relation types under 4
categories of entities: Thing, Person, Location, Organization.
Compared with the ACE dataset, the CLTC dataset has no
negative samples, no serious data imbalance problem, and the
number of nested entities is small, accounting for only about
10%. The dataset file is divided into two types: ".ann" and
".txt", which store the tag information and chapter text of
entities and relationships, respectively. The processing steps
of this dataset in this experiment are shown in Figure 4.

Figure 4: CLTC data preprocessing flow chart

During data preprocessing, the Ann annotation file and the
txt source text file of an article are read at the same time
and processed accordingly. First read in the txt source text
line by line, concatenate sequentially, and get a string that
stores the entire document. Divide the chapter into sentences
according to the three Chinese punctuation marks of ".!?",
record the starting and ending positions of the sentence in the
chapter, and store it in the list S for subsequent detection of
the sentence where the entity pair is located. At the same time,
the Ann annotation file is read line by line for processing, and
the relationship and entity are stored separately for the read
data. Store each entity id and entity related information in
the list X, which is used to detect the two-entity information
corresponding to each labeling relationship, including entity
type, entity start and end position, entity content, etc. Match
the sentence where the entity pair is located from the list S
through the entity start and end positions, that is, get the entity
relationship, the target entity pair, and all the information of
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the sentence where the entity pair is located, and store it in
the file. The final result is 13462 training instances, 1347
validation instances, and 1675 test instances.

B. Experimental parameter settings
This experiment is based on the Python language, the Ten-
sorFlow deep learning framework, and is carried out on the
Nvidia Tesla P40 platform under the Linux system. Through
the analysis of text length in ACE 2005 Chinese dataset and
CLTC dataset, the fixed input length parameter is set to 180
and 100, respectively, in the experiment. Experiments show
that such parameter settings have a good impact on relation
extraction performance. Model training selects cross entropy
+ L2 regularization as the loss function, Ad delta as the
algorithm optimizer, ReLU as the activation function, and
Dropout=0.5 is used to prevent overfitting. The remaining
parameters are presented in Table 2.

Parameter name Parameter value
Word vector dimension 769

Learning rate 1.2
Batch quantity 33

Number of iterations 33
Convolution kernel size 3*1

Convolution layer number 5

Table 2: Experimental parameters

Table 2 shows the parameter settings in the BERT-CNN
model. When the Embedding layer of the BERT model is not
used, wiki-100 is used to map Chinese words, and the word
vector dimension is 100; GoogleNews-vectors-negative-300 is
used to map English words. The word is mapped, and the word
vector dimension is 300.

C. Experimental comparison and result analysis
To comprehensively evaluate the ability of deep relation
extraction combined with entity features to obtain sentence
structure features, three groups of experiments A, B, and C are
set up in this chapter, using the same dataset division scheme
and model performance evaluation criteria. Experiment A
systematically and comprehensively conducted experimental
evaluations on 9 entity features and a group of control methods
on three datasets under the same model parameter settings
to determine the ability of different groups of entity features
to obtain sentence structure features under the deep learning
model. , and find the best performing entity feature. In exper-
iment B, the deep entity feature method in this chapter and
two existing entity indication methods (position feature PF
and multi-channel network model MC-CNN ) were compared
on three datasets respectively to determine the effect of entity
feature method. better. Experiment C-1 applies the best entity
features screened in Experiment A to the CNN and BERT-
CNN models and compares and analyzes with other Chinese
entity relationship extraction models; The best entity feature
is applied to the BERT-CNN model, and it is compared and
analyzed experimentally with other English entity relation ex-
traction models. (1) Experiment A: Entity Feature Experiment

A conducted experiments on all the entity features listed in
Table 1 on three datasets, and their performances are shown in
Table 3.

This part of the experiment adopts the CNN network model
and initializes the vectors for the Chinese and English datasets
with wiki-100 and GoogleNews-vectors-negative-300, respec-
tively.As shown in Table 3, entity features encode more entity-
related information, capture sentence structure features and
semantic features, thereby improving performance. When us-
ing part-of-speech (POS) tags in the "C_PTSA" feature, the
experimental performance on the ACE 2005 Chinese dataset
is significantly improved, and its F1 value exceeds that of
"C_DTSA" by 12%, and the CLTC data Performance on
sets has also been improved. On the other hand, in the ACE
2005 English dataset, the performance of using POS tags
is degraded, and the reason for this difference may be that
English is an alphabetic language, where many adjacent words
are function words (e.g., prepositions, pronouns, etc.), which
has almost no word sense, causing interference and degrading
extraction performance. The results of experiment A show that
the "C_PTSA" entity feature, which contains various informa-
tion such as entity, entity pair structure and part of speech,
has achieved the best performance in the Chinese relation
extraction experiment, and the "C_DTSA" entity feature con-
taining various information such as entity, entity pair structure
and so on has achieved the best performance. "Entity features
achieve the best performance in English relation extraction
experiments.

On the other hand, because the semantics of Chinese litera-
ture text sentences are usually expressed in subtle and special
ways, the sentence structure is relatively complex and flexible,
and it is more difficult to obtain sentence structure features,
so the performance of entity relation extraction on the ACE
2005 Chinese dataset is higher than that of the CLTC data.
Set better. This requires that more effective text structure ac-
quisition methods can be proposed according to the language
characteristics of this type of text in subsequent research.
(2) Experiment B: Comparison with other entity indication
methods This part of the experiment uses four methods of
CNN, position coding (PF-CNN), multi-channel (MC-CNN)
and entity feature for relation extraction to compare different
entities The difference between the methods in obtaining
sentence structure features and improving the performance of
relation extraction is indicated, and the effectiveness of the
method in this chapter is verified. The experimental results
are shown in Table 4 and 5.

In Table 4, "None" means that no processing is performed
on the original text in the input part of the model. In the
position encoding model, each word has two distance val-
ues relative to two entities, and these two distance values
are respectively mapped to a 25-dimensional vector, and the
position vector and the word vector are fused to extract richer
structural features. However, this method only achieves the
purpose of obtaining sentence structure features and does
not integrate more entity-related semantic features, which
is insufficient to alleviate the problem of feature sparseness

37



Zhang :The Construction of Modern Administrative Law via Data Mining

Solid features ACE (Chinese)/P (%) ACE (Chinese)/R (%) ACE (Chinese)/F1(/%) ACE (English)/P (%) ACE (English)/R (%) ACE (English)/ F1(%) CLTC/P (%) CLTC/R (%) CLTC/F1(%)
None 71.28 54.93 60.33 69.55 53.44 60.42 50.65 29.28 37.12
P-C 80.12 59.55 68.32 79.51 61.25 69.19 64.39 55.36 59.53
P-TS 77.43 63.27 69.17 80.81 61.37 69.77 62.46 55.37 59.53

P-TSA 78.66 60.03 68.09 80.14 60.82 69.52 70.14 62.78 66.27
S-TS-T 85.28 65.91 74.35 88.02 68.64 76.48 70.14 62.78 66.25
S-TS-S 83.92 68.90 75.06 84.92 68.56 75.86 × × ×

S-TSA-T 84.19 71.41 77.32 84.94 70.14 76.83 75.24 72.33 73.75
S-TSA-S 85.92 67.33 75.44 87.04 69.86 77.50 × × ×
C-DTSA 85.33 70.71 77.34 86.77 71.38 78.32 × × ×
C-PTSA 91.19 88.56 89.86 85.93 69.92 77.12 75.92 73.58 74.73

Table 3: Experimental performance of entity characteristics

Data set None/P (%) None/R (%) None/F1(/%) PF-CNN/P (%) PF-CNN/R (%) PF-CNN/ F1(%)
ACE (Chinese) 71.31 54.93 60.33 65.02 59.24 61.98
ACE (English) 69.55 53.44 60.41 77.82 59.71 67.54

CLTC 50.65 29.28 37.12 54.77 37.33 44.38

Table 4: Performance comparison of entity indication method 1

Data set MC-CNN/P (%) MC-CNN/R (%) MC-CNN/F1(/%) Solid features/P (%) Solid features/R (%) Solid features/ F1(%)
ACE (Chinese) 73.57 53.94 61.98 91.19 88.56 89.87
ACE (English) 80.29 60.76 67.77 86.78 71.38 78.32

CLTC 69.25 64.38 66.75 75.92 73.58 74.73

Table 5: Performance comparison of entity indication method 2

Serial number Model Features F1(%)
1 SVM Word vector, entity, WordNet, How Net, part of speech 48.8
2 RNN Word vector, part of speech, entity, WordNet 49.2
3 CNN Word vector, position vector, entity, WordNet 52.5
4 CR-CNN Word vector and position vector 54.2
5 SDP-LSTM Word vector, part of speech, entity, WordNet 55.4
6 Dep NN Word vector, WordNet 55.3
7 BRCNN Word vector, part of speech, entity, WordNet 55.7
8 C-ATT-BLSTM Character vector, position vector and entity information 56.3
9 SR-BRCNN Word vector, part of speech, entity, WordNet 66.1

10 Random-CNN "S - TSA - T" solid feature 74.73
11 BERT-CNN "S - TSA - T" solid feature 77.15

Table 6: Model performance comparison (CLTC)

and target entity focus confusion. In the multi-channel neural
network model, each relation instance is divided into five
parts by entity pairs, and then each part uses an independent
lookup table, The representation of the same word in a relation
instance but in different channels can be obtained. Since the
entity pair contains less contextual semantics in the channel,
it can play a role in highlighting the position and structure of
the entity pair, but it still does not integrate more semantic
features.

The ability to perceive the target entity pair is weak; through
experiment A, it is known that the "C_DTSA" feature has the
highest extraction performance on the ACE English dataset,
and the "C_PTSA" feature has the highest performance on the
ACE 2005 Chinese dataset and CLTC dataset. performance,
so it is selected correspondingly in experiment B. In the
entity feature method, this experiment inserts the "C_PTSA"
feature including entity type, part of speech, entity pair feature
into the instance text of the Chinese dataset (ACE 2005
Chinese and CLTC) to indicate the target entity pair, and
the "C_DTSA" Features are used to indicate target entity
pairs in instance texts in the ACE 2005 English dataset. The
experimental results in Table 3 and Table 5 show that the
deep relation extraction method combined with entity features
in this chapter can significantly improve the extraction per-

formance on both Chinese and English datasets. Positional
encoding PF-CNN and multi-channel neural network MC-
CNN are two deep neural network models used to obtain
sentence structure features in relation extraction. By analyzing
and comparing the experimental data obtained in Table 3, 4
and 5, these two methods can greatly improve the performance
of entity relation extraction on the CLTC dataset, but the
improvement effect is not obvious enough on the ACE 2005
dataset. This is because the CLTC dataset is different from
the ACE 2005 dataset, which contains many negative samples
and has a serious data imbalance problem. And since there
are many entity-to-symmetric position relation instances in the
ACE 2005 dataset, each positive relation instance corresponds
to a negative instance with the same contextual semantics.
Therefore, the location information of named entities is more
complex, resulting in the inability to greatly improve the
performance. Comparing these three methods with the deep
relationship extraction method combined with entity features,
it can be seen from the experimental results that the deep
relationship extraction method combined with entity features
can achieve very good results in multi-language and multi-
domain, this is because Combining the entity feature method
can enable the neural network to encode the target entity
location information, sentence structure information, text se-
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mantic information, syntactic information and other important
features for the study of entity relationship extraction, and
alleviate the problem of target entity focus confusion.

This part of the experiment is also verified on the CLTC
Chinese relation extraction dataset. The publisher of this
dataset has performed comparative experiments on many pop-
ular relation extraction models on the dataset. The perfor-
mance is shown in Table 6. It can be seen that our methods
can obtain a good performace.

IV. Conclusion
In this paper, the vocabulary and language in the administra-
tive law text are extracted by data mining, and the relationship
extraction text contains multiple entity pairs. The traditional
neural network-based relationship extraction uses the origi-
nal text as the model input and cannot obtain the location
and semantics of the target entity pair. We propose a deep
relationship extraction method combining entity features to
construct entity features and placed on both sides of the target
entity in the text to obtain sentence structure features and
text semantic features. The experimental results show that the
deep relation extraction method combined with entity features
can stably improve the relation extraction performance under
CNN, BERT, or BERT-CNN models. In view of the validity
of the experiment in many texts, this provides an important
basis for the follow-up research on the construction of modern
administrative law.
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